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## Nomenclature/Notations

$\partial_{i}=\frac{\partial}{\partial x^{i}}$,
$\dot{\partial}_{i}=\frac{\partial}{\partial y^{i}}$,
$N^{n}-n$-dimensional manifold,
$L$ - Finsler metric,
$g_{i j}-\quad$ metric tensor,
$F^{n}$ - Finsler space,
$T N$ - Tangent bundle,
$T_{P} N-\quad$ Tangent space,
$h_{i j}-\quad$ Angular metric tensor,
$l_{i} \quad-\quad$ Normalized element of support,
$C_{i j k}-$ Cartan's tensor,
$\gamma_{j k}^{i}-$ Christoffel symbol,
$N_{j}^{i} \quad$ Non-linear connection,
| - $h$-covariant derivative w.r.t Cartan's connection,
| - $v$-covariant derivative w.r.t Cartan's connection,
: - Covariant derivative w.r.t Berwald's connection,
$R_{h j k}^{i}$ - Cartan's third curvature tensor,
$G_{h j k}^{i}-h v$-curvature tensor,
$R_{j k}^{i} \quad-\quad h$-torsion tensor field,
$\alpha$ - Riemannian metric,
$\beta$ - Differential 1-form,
$D_{j k l}^{i}-$ Douglas tensor,
Ric - Ricci curvature,
$R_{i k}-$ Ricci curvature tensor,
${ }^{\alpha}$ Ric - Ricci curvature of $\alpha$,
$N^{i}-$ Normal vector,
$P_{i j k}-$ Torsion tensor field,
$K(P, \eta)$ - Flag curvature,
$B_{\alpha}^{i} \quad-\quad$ Projection factor,
$D_{h j k}^{i} \quad-\quad$ Douglas tensor.
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## Preface

Geometry is a part of Mathematics concerned with questions of size, shape and relative position of figures and with properties of space. Initially a body of practical knowledge concerning lengths, areas and volumes in the third century B.C., geometry was put into a axiomatic form by Euclid, whose treatment is known as Euclidean Geometry. Differential geometry has a long history as a field of Mathematics. The authors Schouten and Van Dantzing in 1930, first tried to transfer the results of differential geometry of spaces with Riemannian metric with affine connection to the case of spaces with complex structure.

The theory of spaces with a generalized metric was initiated by Finsler in 1918 under the influence of geometrization of variation calculus and was developed independently by Synge, Taylor and in particular, Berwald in the middle of 1920's as a generalization of Riemannian geometry. The study of Finsler spaces has important significance in physics. The concept of homogeneity is one of the fundamental notions in geometry although its means must be specified for the concrete situations. Homogeneous Finsler spaces emphasizes the relationship between Lie group and Finsler geometry. Let $(N, F)$ be a connected Finsler space. The group of isometries of $(N, F)$, denoted by $I(N, F)$ is a Lie transformation of $N$. We say that $(N, F)$ is homogeneous Finsler space if the action of $I(N, F)$ on $N$ is transitive. A homogeneous Finsler space emphasizes the relation between Lie groups and Finsler geometry. A geodesic vector is a non-zero vector that generates a geodesic curve. The non-zero vector of a geodesic orbit in homogeneous Finsler space was first described by Dariush Latifi.

This thesis comprises of six chapters commencing with introduction as Chapter 1, which consists of concise history of Finsler geometry, homogeneous Finsler spaces and
its applications, definitions and description of significant terms involving formulae. It includes various types of curvatures such as Riemannian curvature, Flag curvature, $S$ curvature, Ricci curvature etc., and also geodesic orbit spaces, invariant Finsler metric, Projective change, Non-holonomic frames, and hypersurfaces.

Chapter 2 is devoted to study of the explicit formulae for the flag curvature of homogeneous Finsler spaces with some special $(\alpha, \beta)$-metrics. First, we discusses a brief review of literature of Flag curvature. Further, by using Puttmann's formula we give the formula for flag curvature of naturally reductive homogeneous Finsler space with $(\alpha, \beta)$ metric. Also, we have discussed the existence of homogeneous geodesics for the space $(N, F)$ and obtained the following results:

- Let a compact Lie group $G$ contains a closed subgroup $H$ with Lie algebras $\mathfrak{g}$ and $\mathfrak{h}$ of $G$ and $H$ respectively. Also an invariant Riemannian metric $\tilde{\alpha}$ on the homogeneous space $G / H$ such that $\langle v, w\rangle=\langle\langle\psi(v), w\rangle\rangle$, where $\psi: \mathfrak{g} \rightarrow \mathfrak{g}, \forall v, w \in \mathfrak{g}$ is a positive definite endomorphism. Suppose that an invariant vector field $\tilde{u}$ on homogeneous space $G / H$ is parallel with respect to Riemannian metric $\tilde{a}$ and $\tilde{u}_{H}=u$ and assume that $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ be a special $(\alpha, \beta)$-metric arising from $\tilde{\alpha}$ and $\tilde{u}$ such that its Chern connection of $F$ and the Riemannian connection of $\tilde{a}$ are coincides, and a flag $\{P, \eta\}$ in $T_{H}(G / H)$ such that $\{\zeta, \eta\}$ is an orthonormal basis of $P$ with respect to $\langle\cdot, \cdot\rangle$. Then the flag curvature of the flag $\{P, \eta\}$ is given by

$$
K(P, \eta)=\frac{\langle\zeta, R(\zeta, \eta) \eta\rangle S_{1}+\langle u, \zeta\rangle\langle u, R(\zeta, \eta) \eta\rangle S_{2}+\langle\eta, R(\zeta, \eta) \eta\rangle S_{3}}{8+4\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}+A_{1}},
$$

where

$$
\begin{aligned}
& S_{1}=2+\frac{2+\langle u, \eta\rangle^{2}}{\sqrt{1+\langle u, \eta\rangle^{2}}}, \quad S_{2}=\frac{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}+1}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}, \quad S_{3}=\frac{\langle u, \eta\rangle^{3}\langle u, \zeta\rangle}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}} \\
& S_{4}=8+8\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}\left(1+\langle u, \eta\rangle^{2}\right)+\langle u, \eta\rangle^{4}, \quad S_{5}=2\langle u, \zeta\rangle^{2}-\langle u, \eta\rangle^{2}\langle u, \zeta\rangle^{2}, \\
& A_{1}=\frac{S_{4}}{\sqrt{1+\langle u, \eta\rangle^{2}}}+\frac{2\langle u, \zeta\rangle^{2}}{1+\langle u, \eta\rangle^{2}}+\frac{S_{5}}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}-\frac{\langle u, \eta\rangle^{2}\langle u, \zeta\rangle^{2}}{\left(1+\langle u, \eta\rangle^{2}\right)^{3}}
\end{aligned}
$$

- Let a homogeneous Finsler space $(G / H, F)$ with $(\alpha, \beta)$-metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ be defined by an invariant Riemannian metric $\tilde{\alpha}$ and an invariant vector field $u$ such
that the Chern connection of $F$ coincides the Levi-Civita connection of $\tilde{\alpha}$. Then $(G / H, F)$ is naturally reductive if and only if the underlying Riemannian space $(G / H, \tilde{\alpha})$ is naturally reductive.
- Let a homogeneous Finsler space $(N, F)$ with $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ defined by the Riemannian metric $\alpha=a_{i j} d x^{i} \otimes d x^{j}$ and the vector field $u$ corresponding to 1-form $\beta$. Then the homogeneous Finsler space $(N, F)$ with the origin $p=\{H\}$ and with an $\operatorname{Ad}(H)$-invariant decomposition $\mathfrak{g}=\mathfrak{l}+\mathfrak{h}$ is naturally reductive with respect to this decomposition if and only if for any vector $u \in \mathfrak{l} \backslash\{0\}$, the curve $\gamma(t)$ is geodesic of homogeneous Finsler manifold, here $\gamma(t)$ is $\exp t u(p)$.

Chapter 3 deals with the study of the existence of invariant vector fields of homogeneous Finsler spaces with $(\alpha, \beta)$-metrics. The formula for $S$-curvature of homogeneous Finsler spaces with an $(\alpha, \beta)$-metric is obtained. Further, using it, it is shown that these homogeneous Finsler spaces have isotropic $S$-curvature if and only if they have vanishing $S$-curvature. In the last section, the formulae for mean Berwald curvature of homogeneous Finsler spaces with $(\alpha, \beta)$-metrics are obtained. We have proved the following results:

- Let $G / H$ be reductive homogeneous Finsler space with a decomposition of the Lie algebra $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$, and $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ be a $G$-invariant Randers-Matsumoto metric on $G / H$. Then the $S$-curvature is given by

$$
\begin{aligned}
S(H, \eta)= & {\left[\begin{array}{c}
6 s^{4}-(9 n+15) s^{3}+\left(6 b^{2} n+27 n+21\right) s^{2}-\left(16 b^{2} n+10 b^{2}+14 n\right. \\
+14) s+4 b^{2} n+10 b^{2}+2 n+2
\end{array}\right] } \\
& \times\left(\frac{s^{2}-2 s+2}{1-2 s}\left\langle\left[u, \eta s_{\mathrm{l}}, u\right\rangle+\frac{1}{\alpha}\left\langle[u, \eta]_{\mathrm{\imath}}, \eta\right\rangle\right),\right.
\end{aligned}
$$

where $u \in \mathfrak{l}$ corresponds to the 1 -form $\beta, \mathfrak{l}$ is verified with the tangent space $T_{H}(G / H)$ of $G / H$ at the origin $H$.

- Let $G / H$ be reductive homogeneous Finsler space with a decomposition of the Lie algebra $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$ and $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ be a $G$-invariant Randers-Matsumoto metric
on $G / H$. Then $(G / H, F)$ has isotropic $S$-curvature if and only if it has vanishing $S$-curvature.
- Let $G / H$ be a reductive homogeneous Finsler space with a decomposition of the Lie algebra $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$, and $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ be a $G$-invariant special metric on $G / H$. Then the mean Berwald curvature $E_{i j}$ of the homogeneous Finsler space with special $(\alpha, \beta)$-metric is also derived.

In Chapter 4, we discuss the geodesic orbit of homogenous Finsler spaces and we have proved the necessary and sufficient conditions for a non-zero vector in these homogeneous spaces to be a geodesic vector with two different $(\alpha, \beta)$-metrics. We have obtained the following results:

- Let $N$ be a homogeneous Finsler space with Matsumoto metric $F=\frac{\alpha^{2}}{\alpha-\beta}$. Then a vector $\eta(\neq 0) \in \mathfrak{g}$ is a geodesic vector if and only if

$$
\left\langle[\eta, \xi]_{\mathfrak{t}}\right| \eta_{\mathfrak{l}}\left|\eta_{\mathfrak{l}}-2\left\langle u, \eta_{\mathfrak{l}}\right\rangle \eta_{\mathfrak{l}}+\left|\eta_{\mathrm{l}}\right|^{2} u\right\rangle=0
$$

holds for every $\xi \in \mathfrak{l}$.

- Let $(N, F)$ be a homogeneous Finsler space with special metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$. Then a non-zero vector $\eta \in \mathfrak{g}$ is a geodesic vector if and only if

$$
\begin{array}{r}
\left\langle[\eta, \xi]_{\mathfrak{l}},\left(\exp \left(\frac{\left\langle u, \eta_{\imath}\right\rangle}{\left|\eta_{\imath}\right|}\right)-\frac{\left\langle u, \eta_{\mathrm{\imath}}\right\rangle}{\left|\eta_{\mathrm{\imath}}\right|} \exp \left(\frac{\left\langle u, \eta_{\mathrm{\imath}}\right\rangle}{\left|\eta_{\mathrm{\imath}}\right|}\right)-\frac{\left\langle u, \eta_{\imath}\right\rangle^{2}}{\left|\eta_{\iota_{l}}\right|^{2}}\right) \eta_{\mathrm{l}}\right. \\
\left.+\left(\left|\eta_{\imath}\right| \exp \left(\frac{\left\langle u, \eta_{\mathrm{\imath}}\right\rangle}{\left|\eta_{\imath}\right|}\right)+2\left\langle u, \eta_{\imath}\right\rangle\right) u\right\rangle=0
\end{array}
$$

holds for every $\xi \in \mathfrak{l}$.

- For a homogeneous Finsler space $(N, F)$, there exists at least one homogeneous geodesic, with Matsumoto metric $F=\frac{\alpha^{2}}{\alpha-\beta}$.
- For a homogeneous Finsler space $(N, F)$, there exists at least one homogeneous geodesic, with metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$.
- Using above results, we discuss the geodesic vectors for a two-step nilpotent Lie group of dimension five with left-invariant $(\alpha, \beta)$-metrics.

In Chapter 5, the concept of Ricci curvature in Finsler geometry is discussed. Curvature properties of homogeneous Finsler spaces with $(\alpha, \beta)$-metrics are among the most significant topics in Finsler geometry. Here, we have obtained the formulae for Ricci curvature of homogeneous Finsler spaces with special $(\alpha, \beta)$-metrics. Based on this formula, we have discussed the condition for vanishing $S$-curvature for the space $(G / H, F)$. We have obtained the following results:

- A compact homogeneous Finsler space $G / H$ with $G$-invariant special metric $F=$ $\alpha+\sqrt{\alpha^{2}+\beta^{2}}$. Then the Ricci curvature is given by Eq. (5.3.1).
- Let $(N=G / H, F)$ be a compact connected homogeneous Finsler space with $G$ invariant special metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ on $G / H$. Suppose that $(N, F)$ has vanishing $S$-curvature. Then Ricci curvature is given by

$$
\begin{aligned}
\operatorname{Ric}(Z)= & \operatorname{Ric}^{\alpha}(Z)-\frac{c^{2}}{4}\left(C_{q 0}^{n}\right)^{2} K_{19}+\frac{c}{4} \alpha(Z)\left(2 C_{m 0}^{n} C_{q m}^{q}+C_{q m}^{n} C_{q m}^{0}\right) K_{24} \\
& -\frac{c^{2}}{4} \alpha^{2}(Z)\left(C_{i k}^{n}\right)^{2} K_{26}
\end{aligned}
$$

where, $Z(\neq 0) \in \mathfrak{l}$ and $K_{19}=\frac{-2\left(s^{2} \sqrt{s^{2}+1}-s^{2}-\phi\right)}{\phi^{2} \sqrt{s^{2}+1}}, \quad K_{24}=\frac{2 s}{\phi}, \quad K_{26}=\frac{-s^{2}}{\phi^{2}}$.
Chapter 6 focuses on some properties of Finsler space with $(\alpha, \beta)$-metrics. In this chapter we discuss the nonholonomic Finsler frames, hypersurface and projective flatness of Finsler space with $(\alpha, \beta)$-metrics. Nonholonomic frames have been studied by many geometers and the concept of nonholonomic Finsler frames was introduced by P. R. Holland in 1982, when he studied electromagnetism by considering the charged particles moving in an external electromagnetic field. Many researchers have worked on this concept with different $(\alpha, \beta)$-metrics. In 1985, M. Matsumoto studied the theory of Finslerian hypersurfaces, a hyperplane of the first kind, a hyperplane of the second kind, and a hyperplane of the third kind are three different forms of Finslerian hypersurfaces that he investigated. Next we have discussed the projectively flat Finsler spaces with special $(\alpha, \beta)$-metric. The
condition for a Finsler space to be projectively flat was studies by L. Berwald and this work was completed by M. Matsumoto. We have discussed the following results:

- For the deformed Finsler metric $F=(\alpha+\beta)\left(\frac{\alpha^{2}}{\alpha-\beta}\right)$, we have obtained Finsler invariants $\rho, \rho_{0}, \rho_{-1}, \rho_{-2}$ which satisfies the condition, $\rho_{-1} \beta+\rho_{-2} \alpha^{2}=0$. Then we have constructed a nonholonomic Finsler frames, which are given by,

$$
V_{j}^{i}=X_{k}^{i} Y_{j}^{k},
$$

where $X_{k}^{i}$ and $Y_{j}^{k}$ are given by Eqs. (6.2.13) and (6.2.14) respectively.

- For the deformed Finsler metric $F=(\alpha+\beta)\left(\alpha+\beta+\frac{\beta^{2}}{\alpha}\right)$, we have obtained Finsler invariants $\rho, \rho_{0}, \rho_{-1}, \rho_{-2}$ which satisfies the condition, $\rho_{-1} \beta+\rho_{-2} \alpha^{2}=0$. Then we have constructed a nonholonomic Finsler frames, which are given by,

$$
V_{j}^{i}=X_{k}^{i} Y_{j}^{k}
$$

where $X_{k}^{i}$ and $Y_{j}^{k}$ are given by Eqs. 6.2.16 and 6.2.17 respectively.

- By considering the hypersurface of a Finsler space with generalized Matsumoto metric, we have obtained the following results:
(a) The induced metric structure of the generalized Matsumoto metric on the hypersurface $F^{n-1}$ and obtained the scalar function $b(x)$ given by $b_{i}(x(u))=$ $\sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} N_{i}$ and $b^{i}=\sqrt{b^{2}\left(\left(m^{2}+m\right) b^{2}+1\right)} N^{i}+\frac{m b^{2}}{\alpha} \eta^{i}$, where $N_{i}$ is a unit normal vector.
(b) For the generalized Matsumoto metric on the Finsler hypersurface $F^{n-1}$ the second fundamental tensor is given by $M_{\alpha \beta}=\frac{m}{2 \alpha} \sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} h_{\alpha \beta}, \quad M_{\alpha}=0$.
(c) Further, using Matsumoto's results, we have discussed the properties of hypersurface $F^{n-1}(c)$ that it is a hyperplane of a first and second kind but not of third kind.
- A Finsler space $F^{n}$ with an $(\alpha, \beta)$-metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ provided $b^{2} \neq 1$ is projectively flat if and only if the associated Riemannian space $\left(N^{n}, \alpha\right)$ is projectively flat and $b_{i ; j}=0$.


## Chapter 1

## Introduction

### 1.1 History and Development

Finsler geometry is a branch of differential geometry, has been started with Finsler's famous dissertation. In 1918, a German mathematician Paul Finsler studied Finsler geometry under the supervision of C. Caratheodory who intended to geometrize the calculus of variations. It is actually the geometry of a simple integral and is considered as old as the calculus of variations. The name 'Finsler Geometry' was first given by J. Taylor in 1927. Later, E. Cartan aquainted a system of axioms to give a Finsler connection from the fundamental function $F(x, \eta)$. In Riemannian geometry, the connection of choice was assembled by Levi-Civita, using the Christoffel symbols. It has two remarkably distinguished attributes, metric compatibility and torsion freeness. Furthermore, the Levi-Civita connection operates on the tangent bundle $T N$ of our underlying manifold $N$. But we cannot say the same for its Finslerian counterpart. Finsler geometry is not considered as a generalization of Riemannian geometry, it is described as Riemannian geometry without quadratic restriction. The metric $d s^{2}=F^{2}(x, d x)=g_{i j}(x) d x^{i} d x^{j}$, is called Riemannian metric. The geometry based on the this metric structure with $n$-form
and $F$ is positively homogeneous of degree 1 in $d x_{i}$ is now called as Riemann-Finsler geometry or Finsler geometry in short.

The general development took a curious turn away from the basic aspects and later on methods of the theory were developed by P. Finsler. Finsler did not use tensor calculus. In 1925, the methods of tensor calculus were applied to the theory of Finsler spaces independently but almost at the same time by Synge [77], Taylor [79], who introduced a special parallelism and Berwald [11] introduced the concept of connection in the theory of Finsler spaces. It was found that the second derivative of $\frac{1}{2} F^{2}(x, d x)$ with respect to $d x$; functioned very well as components of a metric tensor, similar to Riemannian geometry, and that the connection coefficients could be derived from the differential equations of the geodesics, with the help of which Levi-Civita's generalized parallel displacement could be defined. Finsler geometry contains analogs for huge number of the common questions in Riemannian geometry. For instance, length, geodesics, curvature, connections, covariant derivative, and structure equations.
S. S. Chern (1911-2004), one of the greatest mathematicians of the 20th century, introduced a connection for Finsler metric in 1948, known as Chern connection which is a generalization of Levi-Civita connection in Riemannian geometry. Levi-Civita connection is metric compatible and torsion-free, but Chern connection is torsion-free and almost metric compatible.
L. Berwald introduced the notion of flag curvature, which is the natural generalization of sectional curvature in Riemannian geometry. In 1972 [45], generalizing the Randers type and Kropina type metrics, Matsumoto introduced the concept of $(\alpha, \beta)$-metrics, $\alpha$ is a Riemannian metric and $\beta$ is a 1 -form. In 1997, [73] Zhongmin Shen, while studying the
volume comparison in Riemann-Finsler geometry, introduced the notion of $S$-curvature. $S$-curvature is a non-Riemannian quantity, plays an important role in Finsler geometry and is related subtly with flag curvature of Finsler metrics.

In later years, Finsler geometry got more attention by physicists. A Norwegian physicist, G. Randers 65] used the concept of Finsler geometry to study the theory of electromagnetism and gravitation and introduced a metric called "Randers metric". Another physicist, R. S. Ingarden used Finsler structure to study electron microscope in 1948. Further, important contribution came from the German mathematician, H. Rund 67] who studied parallelism based on Minkowski geometry while Cartan studied the parallelism from the viewpoint of Euclidean geometry. One of the famous geometer R. Miron, a fellow researcher of Matsumoto, build a field of orthonormal frames associated to an n-dimensional Finsler space, in 1974. It was named Miron frame by Matsumoto in his monograph "Foundations of Finsler geometry and special Finsler spaces [47]". In his lecture at the University of Brasov, Miron introduced the Finsler connection as linear connections in the tangent bundle $T N$ which is tangent to a manifold $N$. In 1989, M. Matsumoto [48] proved that a slope of a mountain with respect to time measure is a Finsler structure.

The importance of $S$-curvature in Riemann-Finsler geometry can be seen in several papers [75, 74]. $S$-curvature is used to measure the rate of change of the volume form of a Finsler space along geodesics.

Finsler geometry has abundance of applications in physics, mechanics and information geometry. During 1980s, R. S. Ingarden, P. L. Antonelli and among others developed new applications in biology, optics, quantum physics, psychology, geosciences and geodesy [19].

This theory was applied to the electron microscope by R. S. Ingarden and P. L. Antonelli used the Finsler geometry in biology. Finsler geometry has its roots in various problems from Differential equations, Calculus of variations, Mechanics, Theoretical physics.

Finsler geometry was first connected in gravitational hypothesis, and this application prompt redresses to observational outcomes anticipated by general relativity. The main application of Finsler geometry is the geometrization of electromagnetism and gravitation. Some $(\alpha, \beta)$-metrics are essential for Cosmology, in application perspective. These days Finsler geometry has discovered a plentitude of applications in both physics and practical applications.

### 1.2 Basic concepts of Finsler space

Definition 1.2.1. Let $N$ be an $n$-dimensional smooth manifold, $F: T N \rightarrow[0,+\infty)$ be a non-negative function on the tangent bundle $T N . F$ is called a Finsler metric on $N$ if it satisfies the following conditions:

1. $F(x, \lambda \eta)=\lambda F(x, \eta), \forall \lambda>0$ (Positively homogeneous);
2. $F(x, \eta)$ is a $C^{\infty}$ function on the slit tangent bundle $N_{0}=T N \backslash\{0\}$;
3. For any non-zero vector $\eta \neq 0$, the Hessian matrix $g_{i j}(x, \eta)=\frac{1}{2} \frac{\partial^{2} F^{2}}{\partial \eta^{i} \partial \eta^{j}}$ is positively definite.

A differentiable manifold $N$ equipped with a Finsler metric $F$ is called a Finsler manifold or Finsler space denoted by $(N, F)$.

Lemma 1.2.1. 76] Let $F=\alpha \phi(s), s=\frac{\beta}{\alpha}$, where $\phi$ is a smooth function on an open interval $\left(-b_{0}, b_{0}\right), \alpha$ is a Riemannian metric and $\beta$ is a 1 -form with $\|\beta\|_{\alpha}<b_{0}$. Then $F$
is a Finsler metric if and only if $\phi$ satisfies the conditions:

$$
\phi(s)>0, \quad \phi(s)-s \phi^{\prime}(s)+\left(b^{2}-s^{2}\right) \phi^{\prime \prime}(s)>0, \quad \forall|s| \leq b<b_{0} .
$$

Definition 1.2.2. A Finsler metric $F$ on a differentiable manifold $N$ is called an $(\alpha, \beta)$ metric, where $\alpha$ is a Riemannian metric, $\alpha=\sqrt{a_{i j}(x) \eta^{i} \eta^{j}}$ and $\beta$ is a 1 -form, $\beta=b_{i}(x) \eta^{i}$, if $F$ is a positively homogeneous function of degree one in $\alpha$ and $\beta$.
M. Matsumoto has introduced the concept of $(\alpha, \beta)$-metric in 1972 45]. In physics and biology, $(\alpha, \beta)$-metrics have several applications.

Here are some notations are related to $(\alpha, \beta)$-metrics

$$
\begin{array}{lll}
r_{i j}=\frac{b_{i ; j}+b_{j ; i}}{2}, & s_{i j}=\frac{b_{i ; j}-b_{j ; i}}{2}, & r_{j}^{i}=a^{i q} r_{q j}, \\
r_{i}=b^{j} r_{j i}=b_{j} r_{i}^{j}, & s_{i}=b^{j} s_{j i}=b_{j} s_{i}^{j}, & r=r_{i j} b^{i} b^{j}=b^{i} r_{i}, \\
r_{00}=r_{i j} \eta^{i} \eta^{j}, & r_{i 0}=r_{i j} \eta^{j}, & s_{i 0}=s_{i j} \eta^{j}, \\
r_{0}=r_{i} \eta^{i}, & s_{0}=s_{i} \eta^{i}, & s_{j}^{i}=a^{i q} s_{q j},
\end{array}
$$

where ';' denotes the contravariant derivative, with respect to the Levi-Civita connection on Riemannian metric $\alpha$ and $a^{i j}=\left(a_{i j}\right)^{-1}, b^{i}=a^{i j} b_{j}$.

## Ricci curvature:

The Ricci curvature is an important geometrical entity. The notion of Riemannian curvature can be extended to Finsler metrics for Riemannian spaces. For a non-zero vector $z \in T_{x} N$, a linear map $R_{z}: T_{x} N \rightarrow T_{x} N$ is the Riemannian curvature [17], which can be
defined as follows:
where

$$
\begin{aligned}
& R_{z}(u)=R_{k}^{i}(z) u^{k} \frac{\partial}{\partial x^{i}}, \quad u=u^{i} \frac{\partial}{\partial x^{i}}, \\
& R_{k}^{i}(z)=2 \frac{\partial G^{i}}{\partial x^{k}}-\frac{\partial^{2} G^{i}}{\partial x^{j} \partial z^{k}} z^{j}+2 G^{j} \frac{\partial^{2} G^{i}}{\partial z^{j} \partial z^{k}}-\frac{\partial G^{i}}{\partial z^{j}} \frac{\partial G^{j}}{\partial z^{k}},
\end{aligned}
$$

and $G^{i}$ are geodesic coefficients given by

$$
G^{i}=\frac{1}{4} g^{i m}\left\{\left(F^{2}\right)_{x^{k} z^{m}} z^{k}-\left(F^{2}\right)_{x^{m}}\right\}, i=1,2, \ldots, n .
$$

Definition 1.2.3. [17] Let $(N, F)$ be a Finsler space. A scalar function Ric : $T N \rightarrow R$ such that $\operatorname{Ric}(z)=\operatorname{tr}\left(R_{z}\right)$ is called Ricci curvature of Finsler space $(N, F)$ and $\operatorname{tr}\left(R_{z}\right)$ is the trace of its Riemannian curvature, where $z \in T N$.

Definition 1.2.4. The Berwald curvature of a Finsler metric $F$ is defined, in local coordinates, as follows:

$$
B:=B_{j k l}^{i} d x^{j} \otimes d x^{k} \otimes d x^{l} \otimes \frac{\partial}{\partial x^{i}},
$$

where $B_{j k l}^{i}=\frac{\partial^{3} G^{i}}{\partial \eta^{j} \partial \eta^{k} \partial \eta^{l}}$ and $G^{i}$ are the geodesic spray coefficients. A Finsler metric $F$ is called a Berwald metric if its Berwald curvature is zero.

## $S$-curvature:

Let $V$ be a $n$-dimensional real vector space with basis $\alpha_{i}$ and $F$ be a Minkowski norm on $V$. Let $\operatorname{Vol}(B)$ be the volume of a subset $B$ of $R^{n}$, and $B^{n}$ be the open unit ball. The function $\tau=\tau(\eta)$ is defined as

$$
\tau(\eta)=\ln \left(\frac{\sqrt{\operatorname{det}\left(g_{i j}(\eta)\right)}}{\sigma_{F}}\right), \quad \eta \in V-\{0\}
$$

where $\sigma_{F}=\frac{\operatorname{Vol}\left(B^{n}\right)}{\operatorname{Vol}\left\{\left(\eta^{i}\right) \in R^{n}: F\left(\eta^{i}, \alpha_{i}\right)<1\right\}}$ is called the distortion of $(V, F)$.
For a Finsler space $(N, F)$, distortion of Minkowski norm $F_{x}$ on $T_{x} N$ is $\tau=\tau(x, \eta)$, $x \in N$. Let $\gamma$ be a geodesic with $\gamma(0)=x, \dot{\gamma}(0)=\eta$, where $\eta \in T_{x} N$, then $S$-curvature denoted as $S(x, \eta)$ is the rate of change of distortion along the geodesic $\gamma$, i.e.,

$$
S(x, \eta)=\left.\frac{d}{d t}\{\tau(\gamma(t), \dot{\gamma}(t))\}\right|_{(t=0)}
$$

Here, $S(x, \eta)$ is illustrated as positively homogeneous of degree one, i.e., for $\lambda>0$, we have $S(x, \lambda \eta)=\lambda S(x, \eta)$.

A Finsler space's $S$-curvature is interconnected to a volume form. The BusemannHausdorff $\left(d V_{B H}=\sigma_{B H}(x) d x\right)$ and the Holmes-Thompson $\left(d V_{H T}=\sigma_{H T}(x) d x\right)$ volume forms are significant volume forms in Finsler geometry:

$$
\sigma_{B H}(x)=\frac{\operatorname{Vol}\left(B^{n}\right)}{\operatorname{Vol}(A)}, \quad \text { and } \quad \sigma_{H T}(x)=\frac{1}{\operatorname{Vol}\left(B^{n}\right)} \int_{A} \operatorname{det}\left(g_{i j}\right) d \eta, \text { respectively, }
$$

where $A=\left\{\eta^{i} \in R^{n}: F\left(x, \eta^{i} \frac{\partial}{\partial x^{i}}\right)<1\right\}$. If we consider a Riemannian metric instead of Finsler metric $F$, then $d V_{H T}$ and $d V_{B H}$ are reduced to single Riemannian volume form $d V_{H T}=d V_{B H}=\sqrt{\operatorname{det}\left(g_{i j}(x)\right)} d x$. Subsequently, the function $T(s)=\phi(\phi-$ $\left.s \phi^{\prime}\right)^{(n-2)}\left\{\left(\phi-s \phi^{\prime}\right)+\left(b^{2}-s^{2}\right) \phi^{\prime \prime}\right\}, d V=d V_{B H}\left(\right.$ or $\left.d V_{H T}\right)$ is given by $d V=f(b) d V_{\alpha}$, where

$$
f(b)=\left\{\begin{array}{lll}
\frac{\int_{0}^{\pi} \sin ^{n-2} t d t}{\int_{0}^{\pi} \frac{\sin ^{n-2} t}{\phi(b \cos )^{n}} d t}, & \text { if } & d V=d V_{B H} \\
\frac{\int_{0}^{\pi}\left(\sin ^{n-2} t\right) T(b \cos t) d t}{\int_{0}^{\pi} \sin ^{n-2} t d t}, & \text { if } & d V=d V_{H T}
\end{array}\right.
$$

and $d V_{\alpha}=\sqrt{\operatorname{det}\left(a_{i j}\right)} d x$ is the Riemannian volume form of $\alpha$.
In a local coordinate system, the formula for the $S$-curvature is given by Cheng and

Shen [16] and is written as:

$$
\begin{equation*}
S=\left(2 \Psi-\frac{f^{\prime}(b)}{b f(b)}\right)\left(r_{0}+s_{0}\right)-\frac{\Phi}{2 \alpha \Delta^{2}}\left(r_{00}-2 \alpha Q s_{0}\right), \tag{1.2.1}
\end{equation*}
$$

where,

$$
\begin{aligned}
& Q=\frac{\phi^{\prime}}{\phi-s \phi^{\prime}}, \quad \Delta=1+s Q+\left(b^{2}-s^{2}\right) Q^{\prime}, \quad \Psi=\frac{Q^{\prime}}{2 \Delta} \\
& \Phi=\left(s Q^{\prime}-Q\right)(n \Delta+1+s Q)-\left(b^{2}-s^{2}\right)(1+s Q) Q^{\prime \prime}
\end{aligned}
$$

It is commonly known that $r_{0}+s_{0}=0$ if $b$, the Riemannian length, is constant. Hence,

$$
S=-\frac{\Phi}{2 \alpha \Delta^{2}}\left(r_{00}-2 \alpha Q s_{0}\right)
$$

## Flag curvature:

Flag curvature in Finsler geometry, is a generalization of notion of sectional curvature of Riemannian geometry. We consider a flag on a Finsler manifold $(N, F)$. Installing a flag at a point $x \in N$, gives a non-zero tangent vector $\eta \in P \subset T_{x} N$, which we call the flagpole. The flag $(P, \eta)$ is described by one edge along the flagpole and another transverse edge, say $\zeta=\zeta^{i} \frac{\partial}{\partial x^{i}} \in P$ such that $P=\operatorname{span}\{\eta, \zeta\}$. Then the flag curvature of the flag $(P, \eta)$ is given by [7]

$$
\begin{equation*}
K(P, \eta)=\frac{g_{\eta}(\zeta, R(\zeta, \eta) \eta)}{g_{\eta}(\eta, \eta) g_{\eta}(\zeta, \zeta)-g_{\eta}^{2}(\eta, \zeta)} \tag{1.2.2}
\end{equation*}
$$

### 1.3 Nonholonomic Frames

Definition 1.3.1. Let $U$ be an open set of $T N$ and $V_{i}: u \in U \rightarrow V_{i}(u) \in V_{u} T N$, $i \in\{1,2, \ldots, n\}$ be a vertical frame over $U$. If $V_{i}(u)=\left.V_{j}^{i}(u) \frac{\partial}{\partial \eta^{j}}\right|_{u}$, then $V_{i}^{j}(u)$ are the
entries of the invertible matrix for all $u \in U$. Denote by $V_{k}^{j}(u)$ the inverse of this matrix. This means that: $V_{j}^{i} V_{k}^{j}=\delta_{k}^{j}$. We call $V_{j}^{i}$ a nonholonomic Finsler Frame.

### 1.4 Hypersurface of Finsler spaces

Let $F^{n-1}$ be a hypersurface which contains an equation $x^{i}=x^{i}\left(u^{\alpha}\right), \alpha=1,2, \ldots,(n-1)$, where $u_{\alpha}$ be a Gaussian coordinates on the hypersurface $F^{n-1}$. Let us consider that the matrix of the projection factor $B_{\alpha}^{i}=\frac{\partial x^{i}}{\partial u^{\alpha}}$ is of rank $(n-1)$, then

$$
\begin{equation*}
\eta^{i}=B_{\alpha}^{i}(u) v^{\alpha} . \tag{1.4.1}
\end{equation*}
$$

Here $\eta^{i}$ is the supporting element of $F^{n}$ is tangential to $F^{n-1}$ and thus $v=v^{\alpha}$ is the element of support of $F^{n-1}$ at the point $u^{\alpha}$. Denote $\eta^{i}$ of 1.4.1) by $\eta^{i}(u, v)$. Then

$$
F_{*}(u, v)=F(x(u), \eta(u, v)),
$$

gives rise to the fundamental function of $M^{n-1}$, induced from one of the ambient space. Thus we obtain the $(n-1)$-dimensional Finsler space $F^{n-1}=\left(M^{n-1}, F_{*}(u, v)\right)$, called the Finslerian hypersurface of $F^{n}$.

The metric tensor $g_{\alpha \beta}$ and Cartan tensor $C_{\alpha \beta \gamma}$ of $F^{n-1}$ are given by

$$
\begin{equation*}
g_{\alpha \beta}=g_{i j} B_{\alpha}^{i} B_{\beta}^{j}, \quad C_{\alpha \beta \gamma}=C_{i j k} B_{\alpha}^{i} B_{\beta}^{j} B_{\gamma}^{k} \tag{1.4.2}
\end{equation*}
$$

where $B_{\alpha}^{i}=\frac{\partial x^{i}}{\partial u^{\alpha}}$ is of rank $(n-1)$. A unit normal vector $N^{i}(u, v)$ is at each point $u_{\alpha}$ of $F^{n-1}$ is expressed by,

$$
\left.\begin{array}{l}
g_{i j}(x(u, v), \eta(u, v)) B_{\alpha}^{i} N^{i}=0,  \tag{1.4.3}\\
g_{i j}(x(u, v), \eta(u, v)) N^{i} N^{j}=1
\end{array}\right\}
$$

In terms of angular metric tensor $h_{i j}$, we have

$$
\begin{equation*}
h_{\alpha \beta}=h_{i j} B_{\alpha}^{i} B_{\beta}^{j}, \quad h_{i j} B_{\alpha}^{i} N^{j}=0, \quad h_{i j} N^{i} N^{j}=1 . \tag{1.4.4}
\end{equation*}
$$

If $B_{i}^{\alpha}$ is the inverse of $B_{\alpha}^{i}$, then

$$
\left.\begin{array}{ll}
B_{i}^{\alpha}=g^{\alpha \beta} g_{i j} B_{\beta}^{j}, & B_{\alpha}^{i} B_{i}^{\beta}=\delta_{\alpha}^{\beta}, \quad B_{\alpha}^{i} N^{i}=0  \tag{1.4.5}\\
N_{i}=g_{i j} N^{j}, & B_{\alpha}^{i} B_{j}^{\alpha}+N^{i} N_{j}=\delta_{j}^{i}
\end{array}\right\}
$$

where $g^{\alpha \beta}$ is the inverse of $g_{\alpha \beta}$ of $F^{n-1}$.
From Eqs. (1.4.3) and (1.4.5), we have

$$
\begin{equation*}
B_{\alpha}^{i} B_{i}^{\beta}=\delta_{\alpha}^{\beta}, \quad B_{\alpha}^{i} N_{i}=0, \quad N^{i} B_{i}^{\alpha}=0, \quad N^{i} N_{i}=1 \tag{1.4.6}
\end{equation*}
$$

And also we have,

$$
\begin{equation*}
B_{\alpha}^{i} B_{j}^{\alpha}+N^{i} N_{j}=\delta_{j}^{i} \tag{1.4.7}
\end{equation*}
$$

The induced Cartan's connection $I C \Gamma=\left(\Gamma_{\beta}^{* \alpha}, G_{\beta}^{\alpha}, C_{\beta \gamma}^{\alpha}\right)$ of $F^{n-1}$ generated from the Cartan's connection $C \Gamma=\left(\Gamma_{j}^{* i}{ }_{k}, \Gamma_{0}^{* i}, C_{j_{k}}^{i}\right)$ is given by [46],

$$
\begin{aligned}
\Gamma_{\beta}^{* \alpha} & =B_{i}^{\alpha}\left(B_{\beta_{\gamma}}^{i}+\Gamma_{j}^{* i} B_{\beta}^{j} B_{\gamma}^{k}\right)+M_{\beta}^{\alpha} H_{\gamma}, \quad G_{\beta}^{\alpha}=B_{i}^{\alpha}\left(B_{0 \beta}^{i}+\Gamma_{0}^{* i} B_{\beta}^{j}\right) \\
C_{\beta}^{\alpha} & =B_{i}^{\alpha} C_{j_{k}}^{i} B_{\beta}^{j} B_{\gamma}^{k}
\end{aligned}
$$

where,

$$
M_{\beta \gamma}=N_{i} C_{j k}^{i} B_{\beta}^{j} B_{\gamma}^{k}, \quad M_{\beta}^{\alpha}=g^{\alpha \gamma} M_{\beta \gamma}, \quad H_{\beta}=\dot{N}_{i}\left(B_{0 \beta}^{i}+\Gamma_{0 j}^{* i} B_{\beta}^{j}\right)
$$

$$
\text { and } \quad B_{\beta \gamma}^{i}=\frac{\partial B_{\beta}^{i}}{\partial u^{\gamma}}, \quad \quad B_{0 \beta}^{i}=B_{\alpha \beta}^{i} v^{\alpha}
$$

Here the second fundamental $v$-tensor and normal curvature vector are $M_{\beta \gamma}$ and $H_{\beta}$ respectively, the second fundamental $h$-tensor $H_{\beta \gamma}$ is stated as [46]

$$
\begin{equation*}
H_{\beta \gamma}=N_{i}\left(B_{\beta \gamma}^{i}+\Gamma_{j k}^{* i} B_{\beta}^{j} B_{\gamma}^{k}\right)+M_{\beta} H_{\gamma} \tag{1.4.8}
\end{equation*}
$$

where,

$$
\begin{equation*}
M_{\beta}=N_{i} C_{j k}^{i} B_{\beta}^{j} N^{k} \tag{1.4.9}
\end{equation*}
$$

The second fundamental $h$-tensor and the normal curvature vector are $H_{\alpha \beta}$ and $H_{\alpha}$ of $F^{n-1}$ respectively, are given by

$$
\begin{equation*}
H_{\alpha \beta}=N_{i}\left(B_{\alpha \beta}^{i}+F_{j k}^{i} B_{\alpha}^{j} B_{\beta}^{k}\right)+M_{\alpha} H_{\beta} \tag{1.4.10}
\end{equation*}
$$

where $M_{\alpha}=C_{i j k} B_{\alpha}^{i} N^{j} N^{k}, \quad B_{\alpha \beta}^{i}=\frac{\partial x^{i}}{\partial u^{\alpha} \partial u^{\beta}}$ and $B_{0 \alpha}^{i}=B_{\beta \alpha}^{i} v^{\beta}$. It clearly expresses that $H_{\alpha \beta}$ is not symmetric and

$$
\begin{equation*}
H_{\alpha \beta}-H_{\beta \alpha}=M_{\alpha} H_{\beta}-M_{\beta} H_{\alpha} . \tag{1.4.12}
\end{equation*}
$$

The Eqs. 1.4.10 and (1.4.11) gives

$$
\begin{array}{ll} 
& H_{0 \alpha}=H_{\beta \alpha} v^{\beta}=H_{\alpha}, \quad H_{\alpha 0}=H_{\alpha \beta} v^{\beta}=H_{\alpha}+M_{\alpha} H_{0}, \\
\text { Here, } & M_{\alpha \beta}=C_{i j k} B_{\alpha}^{i} B_{\beta}^{j} N^{k}, \tag{1.4.14}
\end{array}
$$

where $M_{\alpha \beta}$ is the second fundamental $v$-tensor. The projection factors $B_{i}^{\alpha}$ and $N^{i}$ contain the $h$ and $v$-covariant derivatives evolve with respect to induced Cartan connection $I C \Gamma$ respectively are given by

$$
\begin{equation*}
B_{\alpha \mid \beta}^{i}=H_{\alpha \beta} N^{i}, \quad B_{\alpha \mid \beta}^{i}=M_{\alpha \beta} N^{i}, \quad N_{\mid \beta}^{i}=-H_{\alpha \beta} B_{j}^{\alpha} g^{i j}=-M_{\alpha \beta} B_{j}^{\alpha} g^{i j} \tag{1.4.15}
\end{equation*}
$$

and in terms of $h$ and $v$-covariant derivatives of vector field $X^{i}$ are as follows:

$$
\begin{equation*}
X_{i \mid \beta}=X_{i \mid j} B_{\beta}^{j}+X_{i \mid j} N^{j} H_{\beta}, \quad X_{i \mid \beta}=X_{i \mid j} \cdot B_{\beta}^{j} . \tag{1.4.16}
\end{equation*}
$$

The following lemmas state the different kinds of hypersurfaces and their characteristic conditions which are defined by M. Matsumoto [46].

Lemma 1.4.1. A hypersurface $F^{n-1}$ of a Finsler space $F^{n}$ is a hyperplane of the $1^{\text {st }}$ kind if and only if $H_{\alpha}=0$.

Lemma 1.4.2. A hypersurface $F^{n-1}$ of a Finsler space $F^{n}$ is a hyperplane of the $2^{\text {nd }}$ kind if and only if $H_{\alpha}=0$ and $H_{\alpha \beta}=0$.

Lemma 1.4.3. A hypersurface $F^{n-1}$ of a Finsler space $F^{n}$ is a hyperplane of the $3^{\text {rd }}$ kind if and only if $H_{\alpha}=0$ and $M_{\alpha \beta}=H_{\alpha \beta}=0$.

### 1.5 Projectively flat Finsler Space

A Finsler space $F^{n}=\left(N^{n}, F\right)$ is called a locally Minkowski space [47] if $N^{n}$ is covered by coordinate neighborhood system $x^{i}$ in each of which $F$ is a function of $\eta^{i}$ only. A Finsler space $F^{n}=\left(N^{n}, F\right)$ is called projectively flat if $F^{n}$ is projective to a locally Minkowski space.

### 1.6 Homogeneous Finsler space

S. Lie, W. Killing, and E. Cartan developed the Lie group theory in the late ninteenth century. Later on, H. Weyl, E. Cartan, and O. Schreier developed global Lie group theory in the year 1920. Cartan applied Lie theory to the theory of Riemannian geometry for classification of globally symmetric Riemannian spaces and in 1930, these groups were named "Lie groups" by E. Cartan. Lie stated that a Lie group, which is a non-linear object is determined by a linear object called "Lie algebra". If the action of a Lie group on a manifold is transitive, then such a manifold is called as homogeneous manifold. Here, transitive means that as far as properties preserved by a Lie group are concerned, any two points of the manifold are alike. The Lie group $G$ is an analytic manifold whose group operations are analytic, i.e., the maps $G \times G \rightarrow G$, defined by $(c, d) \rightarrow c d$, and $G \rightarrow G$,
defined by $c \rightarrow c^{-1}$ are analytic [66].
Homogeneous Finsler spaces emphasizes the relationship between Lie group and Finsler geometry. Let $(N, F)$ be a connected Finsler space. The group of isometries of $(N, F)$, denoted by $I(N, F)$ is a Lie transformation of $N$. We say that $(N, F)$ is homogeneous Finsler space if the action of $I(N, F)$ on $N$ is transitive. A geodesic vector is a non-zero vector that generates a geodesic curve. The non-zero vector of a geodesic orbit in homogeneous Finsler space was first described by Dariush Latifi [41]. In 2002, S. Deng and Z. Hou [20] have generalized Myers-Steenrod theorem (1939) to Finslerian case, extended the application of Lie theory to the scope of all homogeneous Riemannian manifolds. Finsler geometry can be studied with Lie theory using this result. In homogeneous Riemannian manifolds, the study of homogeneous geodesics is carried out by O. Kowalski, S. Nikcevic and Z. Vlasek [37]. Let $(N, F)$ be a Finsler space and let $G$ be the group of isometries $I(N, F)$. If each of its geodesics is an orbit of a one-parameter subgroup of $G$, the space $(N, F)$ is a Finsler geodesic orbit space.

Definition 1.6.1. [19] Let $(N, F)$ be a Finser space and $G$ a Lie group. A diffeomorphism $\phi: N \rightarrow N$ is called an isometry if $F\left(\phi(p), d \phi_{p}(u)\right)=F(p, u), p \in N, u \in T_{p} N$.

We denote the group of isometries of $(N, F)$ by $I(N, F)$.

Definition 1.6.2. Let $G$ be a Lie group and $N$ be a smooth manifold. If $G$ has a smooth action on $N$, then $G$ is called a Lie transformation group of $N$.

Definition 1.6.3. [19] If the action of the group of isometries $I(N, F)$ of a Finsler space $(N, F)$ is transitive on $N$, then $N$ is said to be a homogeneous Finsler space.

Definition 1.6.4. A Riemannian homogeneous space $(G / H, g)$ is said to be naturally
reductive if there exists a connected Lie group $G$ of isometries acting transitively on $G / H$ is a reductive decomposition $\mathfrak{g}=\mathfrak{l}+\mathfrak{h}$ of $\mathfrak{g}$ satisfies the following condition:

$$
\begin{equation*}
\left\langle[\eta, \omega]_{\mathfrak{l}}, \xi\right\rangle+\left\langle\eta,[\omega, \xi]_{\mathfrak{l}}\right\rangle=0, \forall \eta, \xi, \omega \in \mathfrak{l} . \tag{1.6.1}
\end{equation*}
$$

Here, the subscript $\mathfrak{l}$ indicates the projection of an element of $\mathfrak{g}$ into $\mathfrak{l}$. And $\langle\cdot, \cdot\rangle$ denotes the inner product on $\mathfrak{l}$ induced by the metric $g$ [38].

Definition 1.6.5. Let $G$ be a Lie group with the identity element $e$ and $\mathfrak{g}$ be its Lie algebra. The exponential map $\exp : \mathfrak{g} \rightarrow G$ is characterized by

$$
\exp (t Y)=\Psi(t), \forall t \in R
$$

where $\Psi: R \rightarrow G$ is defined as a unique one-parameter subgroup of $G$ with $\dot{\Psi}(0)=Y_{e}$.
In a reductive homogeneous manifold, at the origin $e H=H$, we can recognize the tangent space $T_{H}(G / H)$ of $G / H$ with $\mathfrak{l}$ through the map,

$$
\left.Y \rightarrow \frac{d}{d t} \exp (t Y) H\right|_{(t=0)}, Y \in \mathfrak{l}
$$

since $G / H$ is recognized as $N$ and for any Lie group $G$ that contains Lie algebra described as $T_{e} G$.

One parameter subgroups are the mappings $t \rightarrow \exp t z$, where $z$ is an element of Lie algebra [30].

Definition 1.6.6. [38] A homogeneous space $G / H$ of a connected Lie group $G$ is called reductive if the following conditions are satisfied:

- In the Lie algebra $\mathfrak{g}$ of $G$, there exists a subspace $\mathfrak{l}$ such that $\mathfrak{g}=\mathfrak{l}+\mathfrak{h}$ (direct sum of vector subspaces).
- $\operatorname{Ad}(h) \mathfrak{l} \subset \mathfrak{l}$, for all $h \in H$, where $\mathfrak{h}$ is the subalgebra of $\mathfrak{g}$ corresponding to the identity component $H_{0}$ of $H$ and $\operatorname{Ad}(h)$ denotes the adjoint representation of $H$ in $\mathfrak{g}$.

The following geometrical property and the above-mentioned condition 1.6.1 both are equivalent:

For any vector $z \in \mathfrak{l} \backslash\{0\}$, the curve $\gamma(t)=\tau(\exp t z)(p)$ is a geodesic with respect to the Riemannian connection. Here, $\exp$ and $\tau(h)$ denote the Lie exponential map of $G$ and the left transformation of $G / H$ induced by $h \in G$, respectively. Thus, for a naturally reductive homogeneous space, every geodesic on $(G / H, g)$ is an orbit of a one-parameter subgroup of the group of isometries [44]. Let $(G / H, g)$ be a homogeneous Riemannian manifold with a fixed origin $p$, and

$$
\mathfrak{g}=\mathfrak{l}+\mathfrak{h},
$$

a reductive decomposition. A homogeneous geodesic through the origin $p \in G / H$ is a geodesic $\gamma(t)$ which is an orbit of a one-parameter subgroup of $G$, that is

$$
\gamma(t)=\exp (t z)(p), t \in R,
$$

where $z$ is a nonzero vector of $\mathfrak{g}$. Kowalski and Venhecke [40] proved the following characterization of geodesic vectors.

Lemma 1.6.1. 41] $A$ vector $\eta \in \mathfrak{g}$ is a geodesic vector if and only if

$$
g_{\eta_{l}}\left([\eta, \xi]_{\mathfrak{l}}, \eta_{\mathfrak{l}}\right)=0, \forall \xi \in \mathfrak{l} .
$$

## Geodesic orbit space

Definition 1.6.7. 41] Let $(N, F)$ be a homogeneous Finsler space. If every geodesic in $N$ is an orbit of a one-parameter group of isometries, i.e., there exists a transitive group $G$ of isometries such that every geodesic in $N$ is of the form $\exp (t z) p$ with $z \in \mathfrak{g}, p \in N$. Then $N$ is said to be geodesic orbit space.

## Chapter 2

## Flag curvature and geodesic orbit of homogeneous Finsler space

In this chapter, we have deduced the formula for flag curvature of homogeneous Finsler space $(N, F)$ with metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ and studied the condition for naturally reductive of homogeneous space $(N, F)$. Further, we have discussed the existence of homogeneous geodesics for space $(N, F)$. In the last part, we have obtained the formula for flag curvature of naturally reductive homogeneous Finsler space $(N, F)$.

### 2.1 Introduction

Flag curvature was first introduced by Berwald (1926). It has an important role in characterizing Finsler spaces. The notion of naturally reductive Riemannian metrics was first introduced by Kobayashi and Nomizu [38]. It is well-known that the geodesics of a naturally reductive homogeneous space are the orbits of one-parameter subgroups of isometries [5]. In the field of mechanics homogeneous geodesics has important applications.

In recent years, many authors have given the formula for flag curvature of a naturally reductive homogeneous Finsler space with different $(\alpha, \beta)$-metrics [18, 44, 41, 57] and also discussed the naturally reductive of homogeneous Finsler space. We have studied
the existence of homogeneous geodesics for the homogeneous Finsler space with metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$.

Using the lemma 1.6.1, as a result of Puttmann's work, the curvature tensor of invariant metrics $\langle\cdot, \cdot\rangle$ in compact homogeneous spaces $G / H$ has the following formula:

$$
\begin{align*}
\langle R(u, v) w, z\rangle= & \frac{1}{2}\left\{\left\langle\left\langle B_{-}(u, v),[w, z]\right\rangle\right\rangle+\left\langle\left\langle[u, v], B_{-}(w, z)\right\rangle\right\rangle\right\} \\
& \frac{1}{4}\left\{\left\langle[u, z],[v, w]_{\imath}\right\rangle-\left\langle[u, w],[v, z]_{\imath}\right\rangle-2\left\langle[u, v],[w, z]_{\mathfrak{\imath}}\right\}\right. \\
& \left\langle\left\langle B_{+}(u, z), \psi^{-1} B_{+}(v, w)\right\rangle\right\rangle-\left\langle\left\langle B_{+}(u, w), \psi^{-1} B_{+}(v, z)\right\rangle\right\rangle, \tag{2.1.1}
\end{align*}
$$

where the bilinear maps $B_{+}$(symmetric) and $B_{-}$(skew-symmetric) are defined by

$$
\begin{aligned}
& B_{+}(u, v)=\frac{1}{2}([u, \psi v]+[v, \psi u]), \\
& B_{-}(u, v)=\frac{1}{2}([\psi u, v]+[u, \psi v]),
\end{aligned}
$$

and $[,]_{\mathfrak{l}}$ is the projection of $[$,$] to \mathfrak{l}$.

### 2.2 Flag curvature of homogeneous Finsler space

The present section deals with the flag curvature of a homogeneous Finsler space with metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$.

Let $(G / H, \alpha)$ be a homogeneous Riemannian manifold. Then the Lie algebra has a decomposition $\mathfrak{g}=\mathfrak{l}+\mathfrak{h}$, where $\mathfrak{h}$ and $\mathfrak{g}$ are the Lie algebras of $H$ and $G$ respectively. We consider $\mathfrak{l}$ along the $T_{0}(G / H)$, the tangent space at $H=o$ (origin) (means isomorphism between the $\mathfrak{l}$ and $\left.T_{0}(G / H)\right)$. Here a left-invariant metric denoted by $\bar{\alpha}$ on $G$ was generalized by a $G$-invariant Riemannian metric on $G / H$.

The concept of a naturally reductive homogeneous Riemannian space is a generalization of the concept of bi-invariant Riemannian metric denoted by $\overline{\alpha_{0}}$ on $G$. The values of $\overline{\alpha_{0}}$ and $\bar{\alpha}$ are the inner products on $G$ and denote them as $\langle\langle\cdot, \cdot\rangle\rangle$ and $\langle\cdot, \cdot\rangle$ respectively. The inner product $\langle\cdot, \cdot\rangle$ induces an endomorphism $\psi$ of $\mathfrak{g}$ such that $\langle v, w\rangle=$ $\langle\langle\psi(v), w\rangle\rangle, \forall v, w \in \mathfrak{g}$. In fact, if $H=e$ then $\mathfrak{l}=\mathfrak{g}$, Eq. (1.6.1) is just the condition for a bi-invariant Riemannian metric on $G$.

Theorem 2.2.1. Let a compact Lie group $G$ contains a closed subgroup $H$ with Lie algebras $\mathfrak{g}$ and $\mathfrak{h}$ of $G$ and $H$ respectively. Also an invariant Riemannian metric $\tilde{\alpha}$ on the homogeneous space $G / H$ such that $\langle v, w\rangle=\langle\langle\psi(v), w\rangle\rangle$, where $\psi: \mathfrak{g} \rightarrow \mathfrak{g}, \forall v, w \in \mathfrak{g}$ is a positive definite endomorphism. Suppose that an invariant vector field $\tilde{u}$ on homogeneous space $G / H$ is parallel with respect to Riemannian metric $\tilde{a}$ and $\tilde{u}_{H}=u$ and assume that $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ be a special $(\alpha, \beta)$-metric arising from $\tilde{\alpha}$ and $\tilde{u}$ such that its Chern connection of $F$ and the Riemannian connection of $\tilde{a}$ are coincides, and a flag $\{P, \eta\}$ in $T_{H}(G / H)$ such that $\{\zeta, \eta\}$ is an orthonormal basis of $P$ with respect to $\langle\cdot, \cdot\rangle$. Then the flag curvature of the flag $\{P, \eta\}$ is given by

$$
\begin{equation*}
K(P, \eta)=\frac{\langle\zeta, R(\zeta, \eta) \eta\rangle S_{1}+\langle u, \zeta\rangle\langle u, R(\zeta, \eta) \eta\rangle S_{2}+\langle\eta, R(\zeta, \eta) \eta\rangle S_{3}}{8+4\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}+A_{1}}, \tag{2.2.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& S_{1}=2+\frac{2+\langle u, \eta\rangle^{2}}{\sqrt{1+\langle u, \eta\rangle^{2}}}, \quad S_{2}=\frac{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}+1}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}, \quad S_{3}=\frac{\langle u, \eta\rangle^{3}\langle u, \zeta\rangle}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}} \\
& S_{4}=8+8\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}\left(1+\langle u, \eta\rangle^{2}\right)+\langle u, \eta\rangle^{4}, \quad S_{5}=2\langle u, \zeta\rangle^{2}-\langle u, \eta\rangle^{2}\langle u, \zeta\rangle^{2} \\
& A_{1}=\frac{S_{4}}{\sqrt{1+\langle u, \eta\rangle^{2}}}+\frac{2\langle u, \zeta\rangle^{2}}{1+\langle u, \eta\rangle^{2}}+\frac{S_{5}}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}-\frac{\langle u, \eta\rangle^{2}\langle u, \zeta\rangle^{2}}{\left(1+\langle u, \eta\rangle^{2}\right)^{3}}
\end{aligned}
$$

Proof. We can write $F(\eta)=\sqrt{\langle\eta, \eta\rangle}+\sqrt{\langle\eta, \eta\rangle+\langle u, \eta\rangle^{2}}, \forall u \in \mathfrak{l}$. By the formula,

$$
\begin{align*}
& g_{\eta}(\zeta, \omega)=\left.\frac{1}{2} \frac{\partial^{2}}{\partial s \partial t} F^{2}(\eta+s \zeta+t \omega)\right|_{t=s=0}  \tag{2.2.2}\\
& g_{\eta}(\zeta, \omega)= 2\langle\zeta, \omega\rangle+\langle u, \zeta\rangle\langle u, \omega\rangle+\frac{1}{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle} \\
& \times\left[\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}\{4\langle\eta, \zeta\rangle\langle\eta, \omega\rangle+2\langle\eta, \eta\rangle\langle\zeta, \omega\rangle+2\langle u, \eta\rangle\langle u, \omega\rangle\langle\eta, \zeta\rangle\right. \\
&\left.+\langle u, \zeta\rangle\langle u, \omega\rangle\langle\eta, \eta\rangle+2\langle u, \eta\rangle\langle u, \zeta\rangle\langle\eta, \omega\rangle+\langle u, \eta\rangle^{2}\langle\zeta, \omega\rangle\right\} \\
&-\left\{2\langle\eta, \eta\rangle\langle\eta, \omega\rangle+\langle u, \eta\rangle\langle u, \omega\rangle\langle\eta, \eta\rangle+\langle u, \eta\rangle^{2}\langle\eta, \omega\rangle\right\} \\
& \times\left\{\frac{2\langle\eta, \eta\rangle\langle\eta, \zeta\rangle+\langle u, \eta\rangle\langle u, \zeta\rangle\langle\eta, \eta\rangle+\langle u, \eta\rangle^{2}\langle\eta, \zeta\rangle}{\left.\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}\right\}}\right\}
\end{align*}
$$

on simplification of the above term, we get

$$
\begin{equation*}
g_{\eta}(\zeta, \omega)=2\langle\zeta, \omega\rangle+\langle u, \zeta\rangle\langle u, \omega\rangle+\frac{L_{1}}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}-\frac{L_{2}}{\left(\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\right)^{\frac{3}{2}}}, \tag{2.2.3}
\end{equation*}
$$

where,

$$
\begin{aligned}
L_{1}= & 4\langle\eta, \zeta\rangle\langle\eta, \omega\rangle+2\langle\eta, \eta\rangle\langle\zeta, \omega\rangle+2\langle u, \eta\rangle\langle u, \omega\rangle\langle\eta, \zeta\rangle+\langle u, \zeta\rangle\langle u, \omega\rangle\langle\eta, \eta\rangle \\
& +2\langle u, \eta\rangle\langle u, \zeta\rangle\langle\eta, \omega\rangle+\langle u, \eta\rangle^{2}\langle\zeta, \omega\rangle \\
L_{2}= & 4\langle\eta, \eta\rangle^{2}\langle\eta, \zeta\rangle\langle\eta, \omega\rangle+2\langle u, \eta\rangle\langle u, \zeta\rangle\langle\eta, \omega\rangle\langle\eta, \eta\rangle^{2}+2\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\langle\eta, \zeta\rangle\langle\eta, \omega\rangle \\
& +2\langle u, \eta\rangle\langle\eta, \eta\rangle^{2}\langle u, \omega\rangle\langle\eta, \zeta\rangle+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle^{2}\langle u, \zeta\rangle\langle u, \omega\rangle+\langle u, \eta\rangle^{3}\langle\eta, \eta\rangle\langle u, \omega\rangle\langle\eta, \zeta\rangle \\
& +2\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\langle\eta, \zeta\rangle\langle\eta, \omega\rangle+\langle u, \eta\rangle^{3}\langle u, \zeta\rangle\langle\eta, \eta\rangle\langle\eta, \omega\rangle+\langle u, \eta\rangle^{4}\langle\eta, \zeta\rangle\langle\eta, \omega\rangle .
\end{aligned}
$$

For an orthonormal basis $\{\zeta, \eta\}$ with respect to $\langle\cdot, \cdot\rangle$, Eq. 2.2.3) can be reduces to

$$
\begin{equation*}
g_{\eta}(\zeta, \omega)=2\langle\zeta, \omega\rangle+\langle u, \zeta\rangle\langle u, \omega\rangle+\frac{L_{3}}{\sqrt{1+\langle u, \eta\rangle^{2}}}-\frac{L_{4}}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}, \tag{2.2.4}
\end{equation*}
$$

where,

$$
\begin{aligned}
& L_{3}=2\langle\zeta, \omega\rangle+\langle u, \zeta\rangle\langle u, \omega\rangle+2\langle u, \eta\rangle\langle u, \zeta\rangle\langle\eta, \omega\rangle+\langle u, \eta\rangle^{2}\langle\zeta, \omega\rangle, \\
& L_{4}=2\langle u, \eta\rangle\langle u, \zeta\rangle\langle\eta, \omega\rangle+\langle u, \eta\rangle^{2}\langle u, \zeta\rangle\langle u, \omega\rangle+\langle u, \eta\rangle^{3}\langle u, \zeta\rangle\langle\eta, \omega\rangle .
\end{aligned}
$$

From Eq. 2.2.3), we get the following:

$$
\begin{aligned}
& g_{\eta}(\eta, \eta)=2+\langle u, \eta\rangle^{2}+2 \sqrt{1+\langle u, \eta\rangle^{2}} \\
& g_{\eta}(\zeta, \zeta)=2+\langle u, \zeta\rangle^{2}+\frac{2+\langle u, \zeta\rangle^{2}+3\langle u, \eta\rangle^{2}+\langle u, \eta\rangle^{4}}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}, \\
& g_{\eta}(\eta, \zeta)=\langle u, \eta\rangle\langle u, \zeta\rangle+\frac{\langle u, \eta\rangle\langle u, \zeta\rangle}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
g_{\eta}(\eta, \eta) g_{\eta}(\zeta, \zeta)-g_{\eta}^{2}(\eta, \zeta)= & \left\{2+\langle u, \eta\rangle^{2}+2 \sqrt{1+\langle u, \eta\rangle^{2}}\right\}\left\{2+\langle u, \zeta\rangle^{2}\right. \\
& \left.+\frac{2+\langle u, \zeta\rangle^{2}+3\langle u, \eta\rangle^{2}+\langle u, \eta\rangle^{4}}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}\right\}-\{\langle u, \eta\rangle\langle u, \zeta\rangle \\
& \left.+\frac{\langle u, \eta\rangle\langle u, \zeta\rangle}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}\right\}^{2}, \\
= & 8+4\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}+\frac{8+8\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}\left(1+\langle u, \eta\rangle^{2}\right)}{\sqrt{1+\langle u, \eta\rangle^{2}}} \\
& +\frac{2\langle u, \zeta\rangle^{2}}{1+\langle u, \eta\rangle^{2}}+\frac{2\langle u, \zeta\rangle^{2}}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}-\frac{\langle u, \eta\rangle^{2}\langle u, \zeta\rangle^{2}}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}} \\
& -\frac{\langle u, \eta\rangle^{2}\langle u, \zeta\rangle^{2}}{\left(1+\langle u, \eta\rangle^{2}\right)^{3}}+\frac{\langle u, \eta\rangle^{4}}{\sqrt{1+\langle u, \eta\rangle^{2}}}, \tag{2.2.5}
\end{align*}
$$

and

$$
\begin{align*}
g_{\eta}(\zeta, R(\zeta, \eta) \eta)= & \langle\zeta, R(\zeta, \eta) \eta\rangle\left[2+\frac{2+\langle u, \eta\rangle^{2}}{\sqrt{1+\langle u, \eta\rangle^{2}}}\right]+\langle u, \zeta\rangle\langle u, R(\zeta, \eta) \eta\rangle \\
& \times\left[\frac{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}+1}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}\right]+\frac{\langle u, \eta\rangle^{3}\langle u, \zeta\rangle\langle\eta, R(\zeta, \eta) \eta\rangle}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}} \tag{2.2.6}
\end{align*}
$$

Here, by using Puttmann's formula 63, we obtain the following:

$$
\begin{align*}
\langle\zeta, R(\zeta, \eta) \eta\rangle= & \frac{1}{2}(\langle\langle[\psi \zeta, \eta]+[\zeta, \psi \eta],[\eta, \zeta]\rangle\rangle)+\frac{3}{4}\left\langle[\eta, \zeta],[\eta, \zeta]_{\iota}\right\rangle+\left\langle\left\langle[\zeta, \psi \zeta], \psi^{-1}([\eta, \psi \eta])\right\rangle\right\rangle \\
& -\frac{1}{4}\left\langle\left\langle[\zeta, \psi \eta]+[\eta, \psi \zeta], \psi^{-1}([\eta, \psi \zeta]+[\zeta, \psi \eta])\right\rangle\right\rangle \tag{2.2.7}
\end{align*}
$$

By substituting Eqs. (2.2.5) to Eq. (2.2.7) in (1.2.2), we obtain the required Eq. (2.2.1).

### 2.3 Naturally reductive homogeneous Finsler space

Let $G$ be a connected Lie group. Then there exists a bi-invariant Finsler metric on $G$ if and only if there exists a Minkowski norm $F$ on $\mathfrak{g}$ such that the below condition 2.3.1) is considered as a natural generalization of the condition (1.6.1), that is

$$
\begin{equation*}
g_{\eta}\left([\xi, \zeta]_{\mathfrak{l}}, \omega\right)+g_{\eta}\left(\zeta,[\xi, \omega]_{\mathfrak{l}}\right)+2 C_{\eta}\left([\xi, \eta]_{\mathfrak{l}}, \zeta, \omega\right)=0, \quad \forall \eta \neq 0, \xi, \zeta, \omega \in \mathfrak{l} . \tag{2.3.1}
\end{equation*}
$$

The naturally reductive homogeneous Finsler space was first proposed by D. Latifi [41].

Definition 2.3.1. A homogeneous manifold $N=G / H$ with an invariant Finsler metric $F$ is called naturally reductive if there exists an $\operatorname{Ad}(h)$-invariant decomposition $\mathfrak{g}=\mathfrak{l} \oplus \mathfrak{h}$ such that Eq. (2.3.1) holds.

Definition 2.3.2. [21] A homogeneous space $(N=G / H, F)$ with an invariant Finsler metric is called naturally reductive if there exists an invariant Riemannian metric $\tilde{\alpha}$ such that $(N, \tilde{\alpha})$ is naturally reductive and the Chern connection of $F$ coincides with the LeviCivita connection of $\tilde{\alpha}$.

In this definition, the authors have assumed that the metric must be of Berwald type.

Remark: If $(G / H, F)$ is naturally reductive following the definition 2.3.1, then it implies that $(G / H, F)$ must be naturally reductive in the sense of definition 2.3.2 [22].

Theorem 2.3.1. Let a homogeneous Finsler space $(G / H, F)$ with $(\alpha, \beta)$-metric $F=$ $\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ be defined by an invariant Riemannian metric $\tilde{\alpha}$ and an invariant vector field $u$ such that the Chern connection of $F$ coincides the Levi-Civita connection of $\tilde{\alpha}$. Then $(G / H, F)$ is naturally reductive if and only if the underlying Riemannian space $(G / H, \tilde{\alpha})$ is naturally reductive.

Proof. Let $\eta \neq 0, \omega \in \mathfrak{l}$. From Eq. (2.2.3), we get

$$
\begin{align*}
g_{\eta}\left(\eta,[\eta, \omega]_{\mathfrak{l}}\right)= & \left\langle\eta,[\eta, \omega]_{\mathfrak{\imath}}\right\rangle\left\{2+\frac{L_{5}}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}-\frac{L_{6}}{\left(\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\right)^{\frac{3}{2}}}\right\} \\
& +\left\langle u,[\eta, w]_{\mathfrak{\imath}}\right\rangle\left\{\langle u, \eta\rangle+\frac{L_{7}}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}\right. \\
& \left.-\frac{L_{8}}{\left(\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\right)^{\frac{3}{2}}}\right\} \tag{2.3.2}
\end{align*}
$$

where,

$$
\begin{array}{ll}
L_{5}=6\langle\eta, \eta\rangle+3\langle u, \eta\rangle^{2}, & L_{6}=4\langle\eta, \eta\rangle^{3}+6\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle^{2}+2\langle u, \eta\rangle^{4}\langle\eta, \eta\rangle, \\
L_{7}=3\langle u, \eta\rangle\langle\eta, \eta\rangle, & L_{8}=2\langle u, \eta\rangle\langle\eta, \eta\rangle^{3}+2\langle u, \eta\rangle^{3}\langle\eta, \eta\rangle^{2} .
\end{array}
$$

Since $F$ is of Berwald type, $(G / H, F)$ and $(G / H, \tilde{\alpha})$ have the connection that coincides. Thus Eq. (2.3.2) implies that

$$
\begin{equation*}
\left\langle u,[\eta, \omega]_{\mathfrak{l}}\right\rangle=0, \forall \omega \in \mathfrak{l} . \tag{2.3.3}
\end{equation*}
$$

Now, let $(G / H, F)$ be naturally reductive, as per the reference [41], we can write Eq. (2.3.1) as follows:

$$
g_{\eta}\left([\eta, \zeta]_{\mathfrak{l}}, \omega\right)+g_{\eta}\left(\zeta,[\eta, \omega]_{\mathfrak{l}}\right)+2 C_{\eta}\left([\eta, \eta]_{\mathfrak{l}}, \zeta, \omega\right)=0, \eta \neq 0
$$

which implies

$$
\begin{equation*}
g_{\eta}\left([\eta, \zeta]_{\mathfrak{l}}, \omega\right)+g_{\eta}\left(\zeta,[\eta, \omega]_{\mathfrak{l}}\right)=0, \tag{2.3.4}
\end{equation*}
$$

from Eq. (2.3.4), we have

$$
\begin{equation*}
g_{\eta}\left([\eta, \omega]_{\mathrm{t}}, \eta\right)=0 \tag{2.3.5}
\end{equation*}
$$

From Eqs. (2.3.2), (2.3.3), and (2.3.5), we obtain

$$
\begin{equation*}
\left\langle[\eta, \omega]_{\mathrm{t}}, \eta\right\rangle=0 . \tag{2.3.6}
\end{equation*}
$$

From Eq. (2.2.3), also using Eqs. (2.3.3) and (2.3.6) we have

$$
g_{\eta}\left([\eta, \zeta]_{\mathfrak{l}}, \omega\right)=\left\langle[\eta, \zeta]_{\mathfrak{l}}, \omega\right\rangle\left\{2+\frac{2\langle\eta, \eta\rangle+\langle u, \eta\rangle^{2}}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}\right\},
$$

similarly,

$$
g_{\eta}\left(\zeta,[\eta, \omega]_{\mathfrak{l}}\right)=\left\langle\zeta,[\eta, \omega]_{\mathfrak{\imath}}\right\rangle\left\{2+\frac{2\langle\eta, \eta\rangle+\langle u, \eta\rangle^{2}}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}\right\} .
$$

Adding the terms $g_{\eta}\left([\eta, \zeta]_{\mathfrak{l}}, \omega\right)$ and $g_{\eta}\left(\zeta,[\eta, \omega]_{\mathfrak{l}}\right)$, we obtain

$$
\begin{equation*}
g_{\eta}\left(\zeta,[\eta, \omega]_{\mathfrak{l}}\right)+g_{\eta}\left([\eta, \zeta]_{\mathfrak{l}}, \omega\right)=\left\{\left\langle\zeta,[\eta, \omega]_{\mathfrak{l}}\right\rangle+\left\langle[\eta, \zeta]_{\mathfrak{l}}, \omega\right\rangle\right\}\left\{2+\frac{2\langle\eta, \eta\rangle+\langle u, \eta\rangle^{2}}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}\right\} . \tag{2.3.7}
\end{equation*}
$$

Since, $\left\{2+\frac{2\langle\eta, \eta\rangle+\langle u, \eta\rangle^{2}}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}\right\} \neq 0$, we have

$$
\left\langle\zeta,[\eta, \omega]_{\mathfrak{l}}\right\rangle+\left\langle[\eta, \zeta]_{\mathfrak{l}}, \omega\right\rangle=0
$$

Hence, the Riemannian metric $(G / H, \tilde{\alpha})$ is naturally reductive.

On the other hand, let the Riemannian space $(G / H, \tilde{\alpha})$ be naturally reductive. Thus, by using Eq. 2.2.3), we can write

$$
\begin{align*}
g_{\eta}\left([\xi, \zeta]_{\mathfrak{l}}, \omega\right)= & \left\langle[\xi, \zeta]_{\mathfrak{l}}, \omega\right\rangle\left\{2+\frac{2\langle\eta, \eta\rangle+\langle u, \eta\rangle^{2}}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}\right\} \\
& +2\left\langle[\xi, \zeta]_{\mathfrak{l}}, \eta\right\rangle\left\{\frac{2\langle\eta, \omega\rangle+\langle u, \eta\rangle\langle u, \omega\rangle}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}\right\} \\
& -\frac{\left\langle[\xi, \zeta]_{\mathfrak{l}}, \eta\right\rangle}{\left(\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\right)^{\frac{3}{2}}}\left[4\langle\eta, \eta\rangle^{2}\langle\eta, \omega\rangle+4\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\langle\eta, \omega\rangle\right. \\
& \left.+2\langle u, \eta\rangle\langle\eta, \eta\rangle^{2}\langle u, \omega\rangle+\langle u, \eta\rangle^{3}\langle\eta, \eta\rangle\langle u, \omega\rangle+\langle u, \eta\rangle^{4}\langle\eta, \omega\rangle\right], \tag{2.3.8}
\end{align*}
$$

and similarly,

$$
\begin{align*}
g_{\eta}\left(\zeta,[\xi, \omega]_{\mathfrak{l}}\right)= & \left\langle[\xi, \omega]_{\mathfrak{l}}, \zeta\right\rangle\left\{2+\frac{2\langle\eta, \eta\rangle+\langle u, \eta\rangle^{2}}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}\right\} \\
& +2\left\langle[\xi, \omega]_{\mathfrak{l}}, \eta\right\rangle\left\{\frac{2\langle\eta, \zeta\rangle+\langle u, \eta\rangle\langle u, \zeta\rangle}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}\right\} \\
& -\frac{\left\langle[\xi, \omega]_{\mathfrak{r}}, \eta\right\rangle}{\left(\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\right)^{\frac{3}{2}}}\left[4\langle\eta, \eta\rangle^{2}\langle\eta, \zeta\rangle+4\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\langle\eta, \zeta\rangle\right. \\
& \left.+2\langle u, \eta\rangle\langle\eta, \eta\rangle^{2}\langle u, \zeta\rangle+\langle u, \eta\rangle^{3}\langle\eta, \eta\rangle\langle u, \zeta\rangle+\langle u, \eta\rangle^{4}\langle\eta, \zeta\rangle\right] . \tag{2.3.9}
\end{align*}
$$

By the fundamental Cartan tensor

$$
C_{\eta}(\xi, \zeta, \omega)=\left.\frac{1}{2} \frac{d}{d t}\left[g_{\eta+t \omega}(\xi, \zeta)\right]\right|_{t=0},
$$

we have,

$$
\begin{aligned}
2 C_{\eta}\left([\xi, \eta]_{\mathfrak{l}}, \zeta, \omega\right)= & 2\left\langle[\xi, \eta]_{\mathfrak{l}}, \zeta\right\rangle\left\{\frac{2\langle\eta, \omega\rangle+\langle u, \eta\rangle\langle u, \omega\rangle}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}\right\} \\
& +2\left\langle[\xi, \eta]_{\mathfrak{l}}, \omega\right\rangle\left\{\frac{2\langle\eta, \zeta\rangle+\langle u, \eta\rangle\langle u, \zeta\rangle}{\sqrt{\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle}}\right\} \\
& -\frac{\left\langle[\xi, \eta]_{\mathfrak{l}}, \zeta\right\rangle}{\left(\langle\eta, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\right)^{\frac{3}{2}}}\left[4\langle\eta, \eta\rangle^{2}\langle\eta, \omega\rangle+4\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\langle\eta, \omega\rangle\right. \\
& \left.+2\langle u, \eta\rangle\langle\eta, \eta\rangle^{2}\langle u, \omega\rangle+\langle u, \eta\rangle^{3}\langle\eta, \eta\rangle\langle u, \omega\rangle+\langle u, \eta\rangle^{4}\langle\eta, \omega\rangle\right]
\end{aligned}
$$

$$
\begin{align*}
& -\frac{\left\langle[\xi, \eta]_{\mathrm{r}}, \omega\right\rangle}{\left(\langle u, \eta\rangle^{2}+\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\right)^{\frac{3}{2}}}\left[4\langle\eta, \eta\rangle^{2}\langle\eta, \zeta\rangle+4\langle u, \eta\rangle^{2}\langle\eta, \eta\rangle\langle\eta, \zeta\rangle\right. \\
& \left.+2\langle u, \eta\rangle\langle\eta, \eta\rangle^{2}\langle u, \zeta\rangle+\langle u, \eta\rangle^{3}\langle\eta, \eta\rangle\langle u, \zeta\rangle+\langle u, \eta\rangle^{4}\langle\eta, \zeta\rangle\right] . \tag{2.3.10}
\end{align*}
$$

Since, $(G / H, \tilde{\alpha})$ is naturally reductive, adding Eqs. 2.3.8), (2.3.9) and (2.3.10), we obtain

$$
g_{\eta}\left([\xi, \zeta]_{\mathfrak{l}}, \omega\right)+g_{\eta}\left([\xi, \omega]_{\mathfrak{l}}, \zeta\right)+2 C_{\eta}\left([\xi, \eta]_{\mathfrak{l}}, \zeta, \omega\right)=0
$$

Thus, the homogeneous Finsler space $(G / H, F)$ is also naturally reductive. Hence the proof.

The next section deals with geodesic orbit of homogeneous Finsler space.

### 2.4 Existence of geodesic orbit on homogeneous Finsler

## space

D. Latifi, Toomanian [44], and some other authors discussed the results of homogeneous geodesics in a homogeneous Finsler manifold. In Finsler space, the basic formula characterizing the geodesic vector was given in [41. Let $(G / H, g)$ be a homogeneous Riemannian manifold with a fixed origin $p$, and $\mathfrak{g}=\mathfrak{l}+\mathfrak{h}$ a reductive decomposition.

The following theorem shows the existence of homogeneous geodesics.

Theorem 2.4.1. Let a homogeneous Finsler space $(N, F)$ with $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ defined by the Riemannian metric $\alpha=a_{i j} d x^{i} \otimes d x^{j}$ and the vector field $u$ corresponding to 1 form $\beta$. Then the homogeneous Finsler space $(N, F)$ with the origin $p=\{H\}$ and with an $\operatorname{Ad}(h)$-invariant decomposition $\mathfrak{g}=\mathfrak{l}+\mathfrak{h}$ is naturally reductive with respect to this
decomposition if and only if for any vector $u \in \mathfrak{l} \backslash\{0\}$, the curve $\gamma(t)=\exp t u(p)$ is geodesic of the homogeneous Finsler space ( $N, F$ ).

Proof. Suppose that a homogeneous Finsler space $(N, F)$ is naturally reductive, then the Riemannian metric $\alpha$ is naturally reductive, and the connection of Finsler metric $F$ and Riemannian metric $\alpha$ are coinciding. This means Finsler metric is of Berwald metric. Let the decomposition $\mathfrak{g}=\mathfrak{l}+\mathfrak{h}$ be naturally reductive, thus

$$
g_{\eta}\left([u, \zeta]_{\mathfrak{l}}, \omega\right)+g_{\eta}\left([u, \omega]_{\mathfrak{r}}, \zeta\right)+2 C_{\eta}\left([u, \eta]_{\mathfrak{l}}, \zeta, \omega\right)=0
$$

where $\eta \neq 0, u, \zeta, \omega \in \mathfrak{l}$. Then for $\xi \in \mathfrak{l}$,

$$
g_{\xi}\left([\xi, \eta]_{\mathfrak{l}}, \xi\right)=a\left(\xi,[\xi, \eta]_{\mathfrak{l}}\right)=0, \forall \eta \in \mathfrak{l} .
$$

Thus, according to D. Latifi [41], each geodesic of $(G / H, F)$ obtained from the fixed origin $p=\{H\}$ is nothing but $\exp (t u) p, u \in \mathfrak{l}$.

On the other hand, assume that for any vector $u \in \mathfrak{l} \backslash\{0\}$, the curve $\gamma(t)$ is a geodesic of homogeneous Finsler space $(G / H, F)$, where $\gamma(t)=\exp t u(p)$. Here the first thing is to prove the metric $F$ is a Berwald metric. The smooth mapping $\pi: G \rightarrow G / H$ is a canonical projection that instigates an isomorphism between the tangent space $T_{\zeta} N$ and the subspace $\mathfrak{l}$. In fact, the tangent space can be identified with $\mathfrak{l}$ by the correspondence

$$
\left.u \in \mathfrak{l} \rightarrow \frac{d}{d t} \exp (t u) \cdot \zeta\right|_{t=0}
$$

And then, due to the geodesics of $(N, F)$, the exponential mapping $\left.E x p\right|_{\zeta}$ of $(N, F)$ at $\zeta$ is $\operatorname{Exp}(u)=\pi(\exp (u)), u \in \mathfrak{l}$, which is a smooth mapping everywhere. Therefore $F$ must be a Berwald metric [6].

Since $F$ is of Berwald type, $(G / H, F)$ and $(G / H, \alpha)$ have the same connection and also have the same geodesic. Therefore, for any $\omega \in \mathfrak{l}$, and the curve $\exp (t u) p$ is a
homogeneous geodesic of $(G / H, \alpha)$, from the lemma 1.6.1, we conclude that, the vector $\omega \in \mathfrak{l}$ is a geodesic vector, hence $\langle[\omega, \eta] \mathfrak{l}, \omega\rangle=0, \forall \eta \in \mathfrak{l}$.

Consider, any $\eta, \omega, \xi \in \mathfrak{l}$, set $\xi^{\prime}=\xi+\eta, \eta^{\prime}=\eta+\omega$.
Then, we have

$$
0=\left\langle\left[\xi^{\prime}, \eta^{\prime}\right]_{\mathfrak{l}}, \xi^{\prime}\right\rangle=\left\langle\eta,[\xi, \omega]_{\mathfrak{l}}\right\rangle+\left\langle[\eta, \omega]_{\mathfrak{l}}, \xi\right\rangle .
$$

This implies that $(G / H, \alpha)$ is naturally reductive. So $(G / H, F)$ is naturally reductive.

Now, we can discuss the Flag curvature of naturally reductive homogeneous Finsler space:

### 2.5 Flag curvature of naturally reductive homoge-

## neous Finsler space

As per the study of Deng and Hou in [21] authors found the formula for flag curvature of naturally reductive homogeneous $(\alpha, \beta)$-metric spaces. In the sense of Deng and Hou, for special $(\alpha, \beta)$-metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$, we derive the formulae for flag curvature of naturally reductive homogeneous Finsler space.

Theorem 2.5.1. A naturally reductive homogeneous Finsler space $G / H$ with $(\alpha, \beta)$ metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$, defined by an invariant Riemannian metric $\tilde{\alpha}$ and an invariant vector field $\tilde{u}$ on $G / H$, suppose that $\tilde{u}_{H}=u$. And $(P, \eta)$ be a flag in $T_{H}(G / H)$ such that $\{\zeta, \eta\}$ is an orthonormal basis of $P$ with respect to $\langle\cdot, \cdot\rangle$. Then the flag curvature of the
flag $(P, \eta)$ is given by

$$
K(P, \eta)=\left[\begin{array}{c}
\left\langle\zeta, \frac{1}{4}\left[\eta,[\zeta, \eta]_{\mathfrak{r}}\right]_{\mathfrak{l}}+\left[\eta,[\zeta, \eta]_{\mathfrak{h}}\right]\right\rangle S_{1}+\left\langle u, \frac{1}{4}\left[\eta,[\zeta, \eta]_{\mathfrak{r}}\right]_{\mathfrak{r}}+\left[\eta,[\zeta, \eta]_{\mathfrak{h}}\right]\right\rangle S_{2}  \tag{2.5.1}\\
+\left\langle\eta, \frac{1}{4}\left[\eta,[\zeta, \eta]_{\mathfrak{r}}\right]_{\mathfrak{r}}+\left[\eta,[\zeta, \eta]_{\mathfrak{h}}\right]\right\rangle S_{3} \\
8+4\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}+A_{1}
\end{array}\right]
$$

where $A_{1}, S_{1}, S_{2}, S_{3}, S_{4}$ and $S_{5}$ are as defined in Eq. (2.2.1).

Proof. Since $(N, F)$ is naturally reductive, and using proposition 3.4, from [38], we have

$$
R(\zeta, \eta) \eta=\frac{1}{4}\left[\eta,[\zeta, \eta]_{\mathfrak{l}}\right]_{\mathfrak{l}}+\left[\eta,[\zeta, \eta]_{\mathfrak{h}}\right], \forall \zeta, \eta \in \mathfrak{l} .
$$

Substitute the above equation in Eq. (2.2.1) and after simplification, we get Eq. (2.5.1).

If $H=\{e\}$, then we have the following corollary:

Corollary 2.5.2. Let $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ be defined by a bi-invariant Riemannian metric $\tilde{\alpha}$ on a Lie group $G$ and a left-invariant vector field $u$ on $G$ such that the Chern connection of $F$ and Riemannian connection of $\tilde{\alpha}$ coincides. Suppose that $(P, \eta)$ be a flag in $T_{e}(G)$ such that $\{\zeta, \eta\}$ is an orthonormal basis of $P$ with respect to $\langle\cdot, \cdot\rangle$. Then the flag curvature of the flag $(P, \eta)$ is given by

$$
\begin{equation*}
K(P, \eta)=\left[\frac{\left\langle\zeta, \frac{1}{4}[\eta,[\zeta, \eta]]\right\rangle S_{1}+\left\langle u, \frac{1}{4}[\eta,[\zeta, \eta]]\right\rangle S_{2}+\left\langle\eta, \frac{1}{4}[\eta,[\zeta, \eta]]\right\rangle S_{3}}{8+4\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}+A_{1}}\right] \tag{2.5.2}
\end{equation*}
$$

where $A_{1}, S_{1}, S_{2}, S_{3}, S_{4}$ and $S_{5}$ are as mentioned in Eq. 2.2.1.

Proof. Since $\langle\cdot, \cdot\rangle$ is bi-invariant, we have

$$
R(\zeta, \eta) \eta=\frac{1}{4}[\eta,[\zeta, \eta]] .
$$

Substituting the above term in Eq. (2.2.1) and after simplifying this, we get Eq. (2.5.2).

### 2.6 Conclusion

We have the following results:

- Let a compact Lie group $G$ contains a closed subgroup $H$ with Lie algebras $\mathfrak{g}$ and $\mathfrak{h}$ of $G$ and $H$ respectively. Also an invariant Riemannian metric $\tilde{\alpha}$ on the homogeneous space $G / H$ such that $\langle v, w\rangle=\langle\langle\psi(v), w\rangle\rangle$, where $\psi: \mathfrak{g} \rightarrow \mathfrak{g}, \forall v, w \in \mathfrak{g}$ is a positive definite endomorphism. Suppose that an invariant vector field $\tilde{u}$ on homogeneous space $G / H$ is parallel with respect to Riemannian metric $\tilde{a}$ and $\tilde{u}_{H}=u$ and assume that $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ be a special $(\alpha, \beta)$-metric arising from $\tilde{\alpha}$ and $\tilde{u}$ such that its Chern connection of $F$ and the Riemannian connection of $\tilde{a}$ are coincides, and a flag $\{P, \eta\}$ in $T_{H}(G / H)$ such that $\{\zeta, \eta\}$ is an orthonormal basis of $P$ with respect to $\langle\cdot, \cdot\rangle$. Then the flag curvature of the flag $\{P, \eta\}$ is given by

$$
K(P, \eta)=\frac{\langle\zeta, R(\zeta, \eta) \eta\rangle S_{1}+\langle u, \zeta\rangle\langle u, R(\zeta, \eta) \eta\rangle S_{2}+\langle\eta, R(\zeta, \eta) \eta\rangle S_{3}}{8+4\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}+A_{1}}
$$

where

$$
\begin{aligned}
& S_{1}=2+\frac{2+\langle u, \eta\rangle^{2}}{\sqrt{1+\langle u, \eta\rangle^{2}}}, \quad S_{2}=\frac{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}+1}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}, \quad S_{3}=\frac{\langle u, \eta\rangle^{3}\langle u, \zeta\rangle}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}} \\
& S_{4}=8+8\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}\left(1+\langle u, \eta\rangle^{2}\right)+\langle u, \eta\rangle^{4}, \quad S_{5}=2\langle u, \zeta\rangle^{2}-\langle u, \eta\rangle^{2}\langle u, \zeta\rangle^{2}, \\
& A_{1}=\frac{S_{4}}{\sqrt{1+\langle u, \eta\rangle^{2}}}+\frac{2\langle u, \zeta\rangle^{2}}{1+\langle u, \eta\rangle^{2}}+\frac{S_{5}}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}-\frac{\langle u, \eta\rangle^{2}\langle u, \zeta\rangle^{2}}{\left(1+\langle u, \eta\rangle^{2}\right)^{3}}
\end{aligned}
$$

- Let a homogeneous Finsler space $(G / H, F)$ with $(\alpha, \beta)$-metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ be defined by an invariant Riemannian metric $\tilde{\alpha}$ and an invariant vector field $u$ such
that the Chern connection of $F$ coincides the Levi-Civita connection of $\tilde{\alpha}$. Then $(G / H, F)$ is naturally reductive if and only if the underlying Riemannian space $(G / H, \tilde{\alpha})$ is naturally reductive.
- Let a homogeneous Finsler space $(N, F)$ with $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ defined by the Riemannian metric $\alpha=a_{i j} d x^{i} \otimes d x^{j}$ and the vector field $u$ corresponding to 1-form $\beta$. Then the homogeneous Finsler space $(N, F)$ with the origin $p=\{H\}$ and with an $\operatorname{Ad}(H)$-invariant decomposition $\mathfrak{g}=\mathfrak{l}+\mathfrak{h}$ is naturally reductive with respect to this decomposition if and only if for any vector $u \in \mathfrak{l} \backslash\{0\}$, the curve $\gamma(t)$ is geodesic of homogeneous Finsler manifold, here $\gamma(t)$ is $\exp t u(p)$.
- A naturally reductive homogeneous Finsler space $G / H$ with $(\alpha, \beta)$-metric $F=\alpha+$ $\sqrt{\alpha^{2}+\beta^{2}}$, defined by an invariant Riemannian metric $\tilde{\alpha}$ and an invariant vector field $\tilde{u}$ on $G / H$, suppose that $\tilde{u}_{H}=u$. And $(P, \eta)$ be a flag in $T_{H}(G / H)$ such that $\{\zeta, \eta\}$ is an orthonormal basis of $P$ with respect to $\langle\cdot, \cdot\rangle$. Then the flag curvature of the flag $(P, \eta)$ is given by

$$
K(P, \eta)=\left[\begin{array}{c}
\left\langle\zeta, \frac{1}{4}\left[\eta,[\zeta, \eta]_{\mathfrak{r}}\right]_{\mathfrak{l}}+\left[\eta,[\zeta, \eta]_{\mathfrak{h}}\right]\right\rangle S_{1}+\left\langle u, \frac{1}{4}\left[\eta,[\zeta, \eta]_{\mathfrak{l}}\right]_{\mathfrak{l}}+\left[\eta,[\zeta, \eta]_{\mathfrak{h}}\right]\right\rangle S_{2} \\
+\left\langle\eta, \frac{1}{4}\left[\eta,[\zeta, \eta]_{\mathfrak{r}}\right]_{\mathfrak{l}}+\left[\eta,[\zeta, \eta]_{\mathfrak{h}}\right]\right\rangle S_{3}
\end{array}\right],
$$

where $A_{1}, S_{1}, S_{2}, S_{3}, S_{4}$ and $S_{5}$ are as defined in Eq. 2.2.1).

## Chapter 3

## Geodesic orbit of a homogeneous Finsler space with $(\alpha, \beta)$-metric

In this chapter, we have studied the condition for a non-zero vector to be a geodesic vector for Matsumoto and special metrics. We have discussed the existence of reductive decomposition in homogeneous Finsler space. Later on, in the last sections, we have proved the necessary and sufficient condition for a non-zero vector in a homogeneous Finsler space to be a geodesic vector, and also we have studied the geodesic orbit of a homogeneous Finsler spaces for invariant $(\alpha, \beta)$-metrics on a simply connected nilpotent Lie groups of dimension five.

### 3.1 Introduction

In Finsler spaces, the theory of Lie groups plays an important role. A geodesic vector is a non-zero vector of a geodesic curve. The non-zero vector of a geodesic orbit in homogeneous Finsler space was first described by Dariush Latifi [41]. In homogeneous Riemannian manifolds, the study of homogeneous geodesics is carried out by O. Kowalski, S. Nikcevic and Z. Vlasek [37]. Furthermore, they have proved that for any homogeneous

Riemannian manifolds, invariant metrics over Lie groups, there exists at least one homogeneous geodesic over the identity, through the origin, which is a generalized work of J . Kajzer [35]. Later on, using an invariant Randers metric and a 3-dimensional connected Lie group, Razavi [42, 43] studied homogeneous geodesics in collaboration with Latifi. In 2014 [82], Zaili Yan and S. Deng gave the conditions for Randers space to be a geodesic orbit space. In 2019 [34], Hosseini and Moghaddam studied homogeneous geodesics in homogeneous Kropina spaces.

When a Lie group $N$ has a 2-step nilpotent Lie algebra $\mathfrak{g}$, it is said to be 2 -step nilpotent. If $[x,[y, z]]=0$, for any $x, y, z \in \mathfrak{g}$, the Lie algebra $\mathfrak{g}$ is called a 2 -step nilpotent Lie algebra. Two-step homogeneous nilmanifolds with left-invariant metrics have been studied in the last few years [26, 31, 58, 52]. All 2-step nilpotent Riemannian nilmanifolds with five dimensions and their isometry groups have been classified by S. Homolya and O. Kowalski.

The connected homogeneous Finsler space $N=G / H$, where $G$ and $H$ represent the Lie group of isometries of $N$ and the isotropy subgroup of a point in $N$, respectively. There exists $\mathfrak{g}=\mathfrak{l} \oplus \mathfrak{h}$ an $\operatorname{Ad}(h)$-invariant decomposition is a reductive decomposition of homogeneous Finsler space [39]. Lie algebras of $H$ and $G$ can be represented by $\mathfrak{h}$ and $\mathfrak{g}$ respectively, also $\mathfrak{l}$ be the subspace of $\mathfrak{g}$.

Definition 3.1.1. Let $\mathfrak{g}$ be a Lie algebra and $N$ is a simply connected Lie group with Lie algebra $\mathfrak{g}$. A Finsler metric $F: T N \rightarrow[0, \infty)$ is called left-invariant if

$$
F\left(\left(L_{a}\right)_{* e} z\right)=F(z), \quad \forall a \in N, z \in \mathfrak{g},
$$

where $L_{a}$ is the left translation and $e$ is the unit element of the Lie group.

Theorem 3.1.1. 41] If $(N, F)$ is a Finsler geodesic orbit space, then it has vanishing $S$-curvature.

Now, in the next section we discuss the geodesic orbit of homogeneous Finler space with different metrics.

### 3.2 Geodesic orbit of homogeneous Finsler space with Matsumoto metric

Our study in this section explores the Finsler geodesic orbit for the Matsumoto metric. On $N$, a metric $F=\frac{\alpha^{2}}{\alpha-\beta}$ is constructed by combining a $G$-invariant Riemannian metric $\alpha$ with a smooth $G$-invariant 1 -form $\beta$.

Consider a homogeneous Finsler space $(N, F)$. Thus, a Minkowski norm is induced on $\mathfrak{l}$ by the invariant metric $F$ such that

$$
\begin{equation*}
F(\eta)=\frac{\langle\eta, \eta\rangle}{\sqrt{\langle\eta, \eta\rangle}-\langle u, \eta\rangle}, \forall \eta \in \mathfrak{l} . \tag{3.2.1}
\end{equation*}
$$

The geodesic vectors in homogeneous Finsler space $(G / H, F)$ with $F=\frac{\alpha^{2}}{\alpha-\beta}$ can be described as follows:

Theorem 3.2.1. Let $N$ be a homogeneous Finsler space with Matsumoto metric $F=$ $\frac{\alpha^{2}}{\alpha-\beta}$. Then a vector $\eta(\neq 0) \in \mathfrak{g}$ is a geodesic vector if and only if

$$
\begin{equation*}
\left\langle\left[\eta_{,}, \xi\right]_{\mathfrak{l}},\right| \eta_{\mathfrak{l}}\left|\eta_{\mathfrak{l}}-2\left\langle u, \eta_{\mathfrak{l}}\right\rangle \eta_{\mathfrak{l}}+\left|\eta_{\mathfrak{l}}\right|^{2} u\right\rangle=0, \tag{3.2.2}
\end{equation*}
$$

holds for every $\xi \in \mathfrak{l}$.

Proof. From Eq. (3.2.1), we can write

$$
F^{2}(\eta+s \zeta+t \omega)=\frac{\langle\eta+s \zeta+t \omega, \eta+s \zeta+t \omega\rangle^{2}}{(\sqrt{\langle\eta+s \zeta+t \omega, \eta+s \zeta+t \omega\rangle}-\langle u, \eta+s \zeta+t \omega\rangle)^{2}}
$$

From Eq. (2.2.2), we get

$$
g_{\eta}(\zeta, \omega)=\left.\frac{1}{2} \frac{\partial^{2}}{\partial s \partial t}\left[\frac{\langle\eta+s \zeta+t \omega, \eta+s \zeta+t \omega\rangle^{2}}{(\sqrt{\langle\eta+s \zeta+t \omega, \eta+s \zeta+t \omega\rangle}-\langle u, \eta+s \zeta+t \omega\rangle)^{2}}\right]\right|_{(t=s=0)},
$$

differentiate $F^{2}(\eta+s \zeta+t \omega)$ with respect to $s$ and $t$ partially, we obtain

$$
\begin{align*}
g_{\eta}(\zeta, \omega)= & \frac{4\langle\eta, \zeta\rangle\langle\eta, \omega\rangle+2\langle\eta, \eta\rangle\langle\zeta, \omega\rangle}{\mu^{2}}-\frac{4\langle\eta, \eta\rangle\langle\eta, \omega\rangle}{\mu^{3}}\left(\frac{\langle\eta, \zeta\rangle}{\sqrt{\langle\eta, \eta\rangle}}-\langle u, \zeta\rangle\right) \\
& -\left[\frac{4\langle\eta, \eta\rangle\langle\eta, \zeta\rangle}{\mu^{3}}-\frac{3\langle\eta, \eta\rangle^{2}}{\mu^{4}}\left(\frac{\langle\eta, \zeta\rangle}{\sqrt{\langle\eta, \eta\rangle}}-\langle u, \zeta\rangle\right)\right] \\
& \times\left\{\frac{\langle\eta, \omega\rangle}{\sqrt{\langle\eta, \eta\rangle}}-\langle u, \omega\rangle\right\}-\frac{\langle\eta, \eta\rangle^{2}}{\mu^{3}}\left[\frac{\langle\zeta, \omega\rangle}{\sqrt{\langle\eta, \eta\rangle}}-\frac{\langle\eta, \zeta\rangle\langle\eta, \omega\rangle}{\langle\eta, \eta\rangle^{\frac{3}{2}}}\right], \tag{3.2.3}
\end{align*}
$$

where, $(\sqrt{\langle\eta, \eta\rangle}-\langle u, \eta\rangle)=\mu$.
Taking $\zeta=\eta$ in the above equation

$$
\begin{align*}
g_{\eta}(\eta, \omega) & =\frac{2\langle\eta, \eta\rangle\langle\eta, \omega\rangle}{\mu^{2}}-\frac{\langle\eta, \eta\rangle^{2}}{\mu^{3}}\left\{\frac{\langle\eta, \omega\rangle}{\sqrt{\langle\eta, \eta\rangle}}-\langle u, \omega\rangle\right\} \\
& =\frac{F(\eta)}{\mu^{2}}[\langle\eta, \omega\rangle \sqrt{\langle\eta, \eta\rangle}-2\langle\eta, \omega\rangle\langle u, \eta\rangle+\langle\eta, \eta\rangle\langle u, \omega\rangle] \\
g_{\eta}(\eta, \omega) & =\frac{F(\eta)}{\mu^{2}}\langle | \eta\left|\eta-2\langle u, \eta\rangle \eta+|\eta|^{2} u, \omega\right\rangle . \tag{3.2.4}
\end{align*}
$$

From Eq. (3.2.4), we obtain

$$
\begin{equation*}
g_{\eta_{\mathfrak{l}}}\left(\eta_{\mathfrak{l}},[\eta, \xi]_{\mathfrak{l}}\right)=\frac{F\left(\eta_{\mathrm{l}}\right)}{\mu^{2}}\left\langle[\eta, \xi]_{\mathfrak{l}},\right| \eta_{\mathfrak{l}}\left|\eta_{\mathfrak{l}}-2\langle u, \eta\rangle \eta_{\mathfrak{l}}+\left|\eta_{\mathrm{l}}\right|^{2} u\right\rangle . \tag{3.2.5}
\end{equation*}
$$

From the lemma 1.6.1, we get

$$
\left\langle[\eta, \xi]_{\mathfrak{l}}\right| \eta_{\mathrm{l}}\left|\eta_{\mathrm{t}}-2\left\langle u, \eta_{\mathrm{t}}\right\rangle \eta_{\mathfrak{l}}+\left|\eta_{\mathrm{l}}\right|^{2} u\right\rangle=0 .
$$

Thus, when Eq. (3.2.2) holds for the metric $F=\frac{\alpha^{2}}{\alpha-\beta}$, a vector $\eta(\neq 0) \in \mathfrak{g}$ is a geodesic vector, and conversely.

Corollary 3.2.2. A homogeneous Finsler space ( $N, F)$ with $F=\frac{\alpha^{2}}{\alpha-\beta}$ characterized by $\langle\cdot, \cdot\rangle$ and $\tilde{u}$ with $\tilde{u}(H)=u, u$ is a vector field. A vector $\eta(\neq 0) \in \mathfrak{g}$ with $\left\langle u,[\eta, \xi]_{\mathfrak{\imath}}\right\rangle=0$ is a geodesic vector for both $(N, F)$ and $(N,\langle\cdot, \cdot\rangle)$ together.

Proof. Considering the above theorem 3.2.1, the necessary and sufficient condition of a geodesic vector $\eta(\neq 0) \in \mathfrak{g}$ is

$$
\left\langle[\eta, \xi]_{\mathfrak{l}}\right| \eta_{\mathrm{l}}\left|\eta_{\mathfrak{l}}-2\left\langle u, \eta_{\mathfrak{l}}\right\rangle \eta_{\mathfrak{l}}+\left|\eta_{\mathrm{l}}\right|^{2} u\right\rangle=0 .
$$

Since $\left\langle u,[\eta, \xi]_{\imath}\right\rangle=0$, we get $\left\langle\eta_{\mathfrak{l}},[\eta, \xi]_{\mathfrak{\imath}}\right\rangle=0$.
Thus, a geodesic vector $\eta \in \mathfrak{g}$ of $(N, F)$ is also a geodesic vector of $(N,\langle\cdot, \cdot\rangle)$ and vice versa.

Theorem 3.2.3. For a homogeneous Finsler space ( $N, F$ ), there exists at least one homogeneous geodesic, with metric $F=\frac{\alpha^{2}}{\alpha-\beta}$.

Proof. Let $(N, F)$ be a homogeneous Finsler space, and a connected isometry group $I(N, F)$ of $G$ acts transitively on $N$, at fixed point $p \in N$, an isotropy group of $G$ is H. For $G$ and $H, \mathfrak{g}$ and $\mathfrak{h}$ be the respective Lie algebras. A Killing form of $\mathfrak{g}$ can be represented by $K$ and its null space by rad $K$. According to Kowalski and Szenthe's study [40], in the case of a compact $H$; on $\mathfrak{h}, K$ is nondegenerate. For $K$, let $\mathfrak{h}$ and $\mathfrak{l}$ be orthogonal to each other, which can be written as

$$
\mathfrak{l}=\mathfrak{h}^{\perp}=\{z \in \mathfrak{g}: K(z ; \xi)=0 ; \forall \xi \in \mathfrak{h}\} .
$$

As a result, the reductive decomposition is $\mathfrak{g}=\mathfrak{l}+\mathfrak{h}$ and $\operatorname{rad} K \subset \mathfrak{l}$. Thus, from the theorem 1.1 of [84, we get the result.

### 3.3 Geodesic orbit of homogeneous Finsler space with

$$
\text { metric } F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}
$$

This section discusses the Finsler geodesic orbit for the special metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$, established from a $G$-invariant Riemannian metric $\alpha$ and a smooth $G$-invariant 1-form $\beta$ on $N$. Let $N$ be a homogeneous Finsler space. The invariant metric $F$ induces a Minkowski norm on $\mathfrak{l}$ such that

$$
\begin{equation*}
F(\eta)=\sqrt{\langle\eta, \eta\rangle} \exp \left(\frac{\langle u, \eta\rangle}{\sqrt{\langle\eta, \eta\rangle}}\right)+\frac{\langle u, \eta\rangle^{2}}{\sqrt{\langle\eta, \eta\rangle}}, \forall \eta \in \mathfrak{l} . \tag{3.3.1}
\end{equation*}
$$

The geodesic vectors in homogeneous Finsler space $(N, F)$ with $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ can be described as follows:

Theorem 3.3.1. Let $(N, F)$ be a homogeneous Finsler space with special metric $F=$ $\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$. Then a non-zero vector $\eta \in \mathfrak{g}$ is a geodesic vector if and only if

$$
\begin{array}{r}
\left\langle[\eta, \xi]_{\mathfrak{l}},\left(\exp \left(\frac{\left\langle u, \eta_{\iota}\right\rangle}{\left|\eta_{\imath}\right|}\right)-\frac{\left\langle u, \eta_{\iota}\right\rangle}{\left|\eta_{\imath}\right|} \exp \left(\frac{\left\langle u, \eta_{\iota}\right\rangle}{\left|\eta_{\iota}\right|}\right)-\frac{\left\langle u, \eta_{\iota}\right\rangle^{2}}{\left|\eta_{\iota}\right|^{2}}\right) \eta_{\iota}\right. \\
\left.+\left(\left|\eta_{\iota}\right| \exp \left(\frac{\left\langle u, \eta_{\iota}\right\rangle}{\left|\eta_{\imath}\right|}\right)+2\left\langle u, \eta_{\iota}\right\rangle\right) u\right\rangle=0 \tag{3.3.2}
\end{array}
$$

holds for every $\xi \in \mathfrak{l}$.
Proof. From Eq. (3.3.1) the Finsler metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ can be written as

$$
F(\eta)=\sqrt{\langle\eta, \eta\rangle} \exp \left(\frac{\langle u, \eta\rangle}{\sqrt{\langle\eta, \eta\rangle}}\right)+\frac{\langle u, \eta\rangle^{2}}{\sqrt{\langle\eta, \eta\rangle}}
$$

thus

$$
\begin{aligned}
F^{2}(\eta+s \zeta+t \omega)= & \left(\sqrt{\langle\eta+s \zeta+t \omega, \eta+s \zeta+t \omega\rangle} \exp \left(\frac{\langle u, \eta+s \zeta+t \omega\rangle}{\sqrt{\langle\eta+s \zeta+t \omega, \eta+s \zeta+t \omega\rangle}}\right)\right. \\
& \left.+\frac{\langle u, \eta+s \zeta+t \omega\rangle^{2}}{\sqrt{\langle\eta+s \zeta+t \omega, \eta+s \zeta+t \omega\rangle}}\right)^{2} .
\end{aligned}
$$

Using Eq. (2.2.2), we get

$$
\begin{aligned}
g_{\eta}(\zeta, \omega)= & \frac{1}{2} \frac{\partial^{2}}{\partial s \partial t}\left(\sqrt{\langle\eta+s \zeta+t \omega, \eta+s \zeta+t \omega\rangle} \exp \left(\frac{\langle u, \eta+s \zeta+t \omega\rangle}{\sqrt{\langle\eta+s \zeta+t \omega, \eta+s \zeta+t \omega\rangle}}\right)\right. \\
& \left.+\frac{\langle u, \eta+s \zeta+t \omega\rangle^{2}}{\sqrt{\langle\eta+s \zeta+t \omega, \eta+s \zeta+t \omega\rangle}}\right)\left.^{2}\right|_{(t=s=0)},
\end{aligned}
$$

differentiate $F^{2}(\eta+s \zeta+t \omega)$ with respect to $s$ and $t$ partially, we obtain

$$
\begin{align*}
g_{\eta}(\zeta, \omega)= & \langle\zeta, \omega\rangle \lambda_{1}+2\langle\eta, \zeta\rangle \lambda_{1}\left\{\frac{\langle u, \omega\rangle}{\sqrt{\langle\eta, \eta\rangle}}-\frac{\langle\eta, \omega\rangle\langle u, \eta\rangle}{\langle\eta, \eta\rangle^{\frac{3}{2}}}\right\}+2\langle\eta, \omega\rangle \lambda_{1} \\
& \times\left\{\frac{\langle u, \zeta\rangle}{\sqrt{\langle\eta, \eta\rangle}}-\frac{\langle\eta, \zeta\rangle\langle u, \eta\rangle}{\langle\eta, \eta\rangle^{\frac{3}{2}}}\right\}+\left\{2\langle\eta, \eta\rangle \lambda_{1}+\langle u, \eta\rangle^{2} \lambda_{2}\right\} \\
& \times\left\{\frac{\langle u, \zeta\rangle}{\sqrt{\langle\eta, \eta\rangle}}-\frac{\langle\eta, \zeta\rangle\langle u, \eta\rangle}{\langle\eta, \eta\rangle^{\frac{3}{2}}}\right\}\left\{\frac{\langle u, \omega\rangle}{\sqrt{\langle\eta, \eta\rangle}}-\frac{\langle\eta, \omega\rangle\langle u, \eta\rangle}{\langle\eta, \eta\rangle^{\frac{3}{2}}}\right\} \\
& +\left\{\langle\eta, \eta\rangle \lambda_{1}+\langle u, \eta\rangle^{2} \lambda_{2}\right\}\left\{\frac{3\langle\eta, \zeta\rangle\langle\eta, \omega\rangle\langle u, \eta\rangle}{\langle\eta, \eta\rangle^{\frac{5}{2}}}\right. \\
& \left.-\frac{\langle\eta, \zeta\rangle\langle u, \omega\rangle+\langle\eta, \omega\rangle\langle u, \zeta\rangle+\langle\zeta, \omega\rangle\langle u, \eta\rangle}{\langle\eta, \eta\rangle^{\frac{3}{2}}}\right\}+2\langle u, \zeta\rangle\langle u, \omega\rangle \lambda_{2} \\
& +2\langle u, \eta\rangle\langle u, \omega\rangle \lambda_{2}\left\{\frac{\langle u, \zeta\rangle}{\sqrt{\langle\eta, \eta\rangle}}-\frac{\langle\eta, \zeta\rangle\langle u, \eta\rangle}{\langle\eta, \eta\rangle^{\frac{3}{2}}}\right\}+2\langle u, \eta\rangle\langle u, \zeta\rangle \lambda_{2} \\
& \times\left\{\frac{\langle u, \omega\rangle}{\sqrt{\langle\eta, \eta\rangle}}-\frac{\langle\eta, \omega\rangle\langle u, \eta\rangle}{\langle\eta, \eta\rangle^{\frac{3}{2}}}\right\}+\frac{6\langle u, \eta\rangle^{2}\langle u, \zeta\rangle\langle u, \omega\rangle}{\langle\eta, \eta\rangle}-\frac{\langle\zeta, \omega\rangle\langle u, \eta\rangle^{4}}{\langle\eta, \eta\rangle^{2}} \\
& -\frac{4\langle\eta, \zeta\rangle\langle u, \eta\rangle^{3}\langle u, \omega\rangle}{\langle\eta, \eta\rangle^{2}}-\frac{4\langle\eta, \omega\rangle\langle u, \eta\rangle^{3}\langle u, \zeta\rangle}{\langle\eta, \eta\rangle^{2}}+\frac{4\langle\eta, \zeta\rangle\langle\eta, \omega\rangle\langle u, \eta\rangle^{4}}{\langle\eta, \eta\rangle^{3}}, \tag{3.3.3}
\end{align*}
$$

where $\lambda_{1}=\exp \left(\frac{2\langle u, \eta\rangle}{\sqrt{\langle\eta, \eta\rangle}}\right)$ and $\lambda_{2}=\exp \left(\frac{\langle u, \eta\rangle}{\sqrt{\langle\eta, \eta\rangle}}\right)$.
Taking $\zeta=\eta$ in the above equation, we have

$$
\begin{align*}
g_{\eta}(\eta, \omega)= & \left\{\exp \left(\frac{\langle u, \eta\rangle}{|\eta|}\right)+\frac{\langle u, \eta\rangle^{2}}{|\eta|^{2}}\right\}\left\langle\left(\exp \left(\frac{\langle u, \eta\rangle}{|\eta|}\right)-\frac{\langle u, \eta\rangle}{|\eta|} \exp \left(\frac{\langle u, \eta\rangle}{|\eta|}\right)\right.\right. \\
& \left.\left.-\frac{\langle u, \eta\rangle^{2}}{|\eta|^{2}}\right) \eta+\left(|\eta| \exp \left(\frac{\langle u, \eta\rangle}{|\eta|}\right)+2\langle u, \eta\rangle\right) u, \omega\right\rangle . \tag{3.3.4}
\end{align*}
$$

From Eq. (3.3.4, we obtain

$$
\begin{align*}
& \left.-\frac{\left\langle u, \eta_{t}\right\rangle}{\left|\eta_{\mathrm{l}}\right|} \exp \left(\frac{\left\langle u, \eta_{\mathrm{l}}\right\rangle}{\left|\eta_{\mathrm{l}}\right|}\right)-\frac{\left\langle u, \eta_{\mathrm{l}}\right\rangle^{2}}{\left|\eta_{\mathrm{t}}\right|^{2}}\right) \eta \\
& \left.+\left(\left|\eta_{\imath}\right| \exp \left(\frac{\left\langle u, \eta_{\iota}\right\rangle}{\left|\eta_{\imath}\right|}\right)+2\left\langle u, \eta_{\imath}\right\rangle\right) u\right\rangle \text {. } \tag{3.3.5}
\end{align*}
$$

From the lemma 1.6.1, the condition 2.2 .2 holds if and only if, the following equation holds:

$$
\begin{aligned}
& \left\langle[\eta, \xi]_{\mathfrak{l}},\left(\exp \left(\frac{\left\langle u, \eta_{\imath}\right\rangle}{\left|\eta_{\imath}\right|}\right)-\frac{\left\langle u, \eta_{\imath}\right\rangle}{\left|\eta_{\mathrm{\imath}}\right|} \exp \left(\frac{\left\langle u, \eta_{\mathrm{\imath}}\right\rangle}{\left|\eta_{\mathrm{\imath}}\right|}\right)-\frac{\left\langle u, \eta_{\imath}\right\rangle^{2}}{\left|\eta_{\mathrm{\imath}}\right|^{2}}\right) \eta_{\mathrm{\imath}}\right. \\
& \left.+\left(\left|\eta_{\imath}\right| \exp \left(\frac{\left\langle u, \eta_{l}\right\rangle}{\left|\eta_{\imath}\right|}\right)+2\left\langle u, \eta_{\imath}\right\rangle\right) u\right\rangle=0 .
\end{aligned}
$$

Thus, when Eq. 3.3.2 holds for the metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$, a non-zero vector $\eta \in \mathfrak{g}$ is a geodesic vector, and conversely.

Corollary 3.3.2. A homogeneous Finsler space ( $N, F$ ) with $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ characterised by $\langle\cdot, \cdot\rangle$ and $\tilde{u}$ with $\tilde{u}(H)=u$, u is vector field. A vector $\eta(\neq 0) \in \mathfrak{g}$ with $\langle u,[\eta, \xi] \mathfrak{\imath}\rangle=0$ is a geodesic vector for both $(N, F)$ and $(N,\langle\cdot, \cdot\rangle)$ together.

Proof. Considering the above theorem 3.3.1, the necessary and sufficient condition of a geodesic vector $\eta(\neq 0) \in \mathfrak{g}$ is

$$
\begin{aligned}
& \left.+\left(\left|\eta_{\imath}\right| \exp \left(\frac{\left\langle u, \eta_{\ell}\right\rangle}{\left|\eta_{\imath}\right|}\right)+2\left\langle u, \eta_{\iota}\right\rangle\right) u\right\rangle=0,
\end{aligned}
$$

Since $\left\langle u,[\eta, \xi]_{\imath}\right\rangle=0$, we get $\left\langle\eta_{\mathfrak{l}},[\eta, \xi]_{\imath}\right\rangle=0$.
Thus, a geodesic vector $\eta \in \mathfrak{g}$ of $(N, F)$ is also a geodesic vector of $(N,\langle\cdot, \cdot\rangle)$ and vice versa.

Theorem 3.3.3. For a homogeneous Finsler space ( $N, F$ ), there exits at least one homogeneous geodesic, with metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$.

Proof. Let $(N, F)$ be a homogeneous Finsler space and a connected isometry group $I(N, F)$ of $G$ acts transitively on $N$, at fixed point $p \in N$, an isotropy group of $G$ is $H$. For $G$ and $H, \mathfrak{g}$ and $\mathfrak{h}$ be the respective Lie algebras. A Killing forms of $\mathfrak{g}$ can be represented by $K$ and its null space by rad $K$. According to Kowalski and Szenthe's study [40], in the case of a compact $H$; on $\mathfrak{h}, K$ is nondegenerate. For $K$, let $\mathfrak{h}$ and $\mathfrak{l}$ be the orthogonal to each other, which can be written as

$$
\mathfrak{l}=\mathfrak{h}^{\perp}=\{z \in \mathfrak{g}: K(z ; \xi)=0 ; \forall \xi \in \mathfrak{h}\} .
$$

As a result, the reductive decomposition is $\mathfrak{g}=\mathfrak{l}+\mathfrak{h}$ and $\operatorname{rad} K \subset \mathfrak{l}$. Thus, from the theorem 1.1 of [84], we get the result.

### 3.4 Geodesic vector of invariant $(\alpha, \beta)$-metrics on nilpotent Lie groups of dimension five

Using lemma 1.6.1, and results of section 3.2 and 3.3 in a two-step nilpotent Lie group of dimension five with left invariant Finsler $(\alpha, \beta)$-metrics, we prove the conditions for a non-zero vector to be a geodesic vector.

### 3.4.1 Geodesic vector of Matsumoto metrics on nilpotent Lie groups of dimension five

## Lie algebras with one-dimensional center

Here, we consider a simply connected nilpotent Lie groups of dimension five with leftinvariant Matsumoto metric and has a one-dimensional center. Let $e_{5}$ be a unit vector in $\mathfrak{h}$ and let $\mathfrak{l}$ be the orthogonal complement of $\mathfrak{h}$ in $\mathfrak{g}$, here $\mathfrak{g}$ denoted as a five-dimensional 2-step nilpotent Lie algebra with 1-dimensional center $\mathfrak{h}$. In 31, they have shown that there exists an orthonormal basis $\left\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\}$ of $\mathfrak{g}$ such that

$$
\begin{equation*}
\left[e_{1}, e_{2}\right]=\lambda e_{5}, \quad\left[e_{3}, e_{4}\right]=\mu e_{5} \tag{3.4.1}
\end{equation*}
$$

where $\left\{e_{5}\right\}$ is a basis for the center of $\mathfrak{g}, \lambda \geq \mu>0$ and all other commutators are zero.
Riemannian metric $\tilde{\alpha}=\langle\cdot \tilde{,} \cdot\rangle$ defines $F$ as a left invariant $(\alpha, \beta)$-metric on a simply connected two-step nilpotent Lie group $N$ and the vector field $u=\sum_{i=1}^{5} u_{i} e_{i}$.

The following results can be obtained by using the relation (3.2.4),

$$
\begin{equation*}
g_{\eta_{\mathfrak{l}}}\left(\eta_{\mathfrak{l}},[\eta, \xi]_{\mathfrak{l}}\right)=\frac{\left|\eta_{\mathfrak{l}}\right|^{2} F\left(\eta_{\mathfrak{l}}\right)}{\mu^{2}}\left\langle\mathfrak{B} \eta_{\mathfrak{l}}+u,[\eta, \xi]_{\mathfrak{\imath}}\right\rangle . \tag{3.4.2}
\end{equation*}
$$

where $\mathfrak{B}=\frac{|\eta|-2\langle u, \eta\rangle}{|\eta|^{2}} \eta$. From the lemma 1.6.1 and Eq. (3.4.2), a vector $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ of $\mathfrak{g}$ is a geodesic vector if and only if

$$
\begin{equation*}
\left\langle\mathfrak{B} \sum_{i=1}^{5} \eta_{i} e_{i}+\sum_{i=1}^{5} u_{i} e_{i},\left[\sum_{i=1}^{5} \eta_{i} e_{i}, e_{j}\right]\right\rangle=0, \tag{3.4.3}
\end{equation*}
$$

for each $j=1,2,3,4,5$. Therefore we obtain

$$
\left.\begin{array}{l}
\lambda \eta_{1}\left(\mathfrak{B} \eta_{5}+u_{5}\right)=0, \\
\lambda \eta_{2}\left(\mathfrak{B} \eta_{5}+u_{5}\right)=0, \\
\lambda \eta_{3}\left(\mathfrak{B} \eta_{5}+u_{5}\right)=0,  \tag{3.4.4}\\
\lambda \eta_{4}\left(\mathfrak{B} \eta_{5}+u_{5}\right)=0,
\end{array}\right\}
$$

Thus, if $u=\sum_{i=1}^{5} u_{i} e_{i}$ of $\mathfrak{g}$ is a geodesic vector if and only if

- $\eta \in \operatorname{span}\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$, or
- $\eta=\beta e_{5}$ for $\beta \neq 0$.

Corollary 3.4.1. Let $F=\frac{\alpha^{2}}{\alpha-\beta}$ be the Finsler $(\alpha, \beta)$-metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $u=\sum_{i=1}^{5} u_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with one-dimensional center. Then geodesic vectors depend only on $u_{5}$.

Theorem 3.4.2. Let $F$ be the Matsumoto metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $u=\sum_{i=1}^{5} u_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with one-dimensional center. Then $\eta \in \mathfrak{g}$ is a geodesic vector of $(N, \tilde{a})$ if and only if $\eta$ is a geodesic vector of $(N, F)$.

Proof. By using theorem 3.2.1, completes the proof.

## Lie algebras with two-dimensional center

This section considers Lie algebra $\mathfrak{g}$ having a two-dimensional center. In 31, they have shown that there exists an orthonormal basis $\left\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\}$ of $\mathfrak{g}$ such that

$$
\begin{equation*}
\left[e_{1}, e_{2}\right]=\lambda e_{4}, \quad\left[e_{1}, e_{3}\right]=\mu e_{5} \tag{3.4.5}
\end{equation*}
$$

where $\left\{e_{4}, e_{5}\right\}$ is a basis for the center $\mathfrak{g}, \lambda \geq \mu>0$ and all other commutators are zero.
From the lemma 1.6.1 and Eq. 3.4.2, a vector $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ of $\mathfrak{g}$ is a geodesic vector if and only if

$$
\left\langle\mathfrak{B} \sum_{i=1}^{5} \eta_{i} e_{i}+\sum_{i=1}^{5} u_{i} e_{i},\left[\sum_{i=1}^{5} \eta_{i} e_{i}, e_{j}\right]\right\rangle=0
$$

for each $j=1,2,3,4,5$. Therefore we obtain

$$
\left.\begin{array}{l}
\lambda \eta_{2}\left(\mathfrak{B} \eta_{4}+u_{4}\right)+\mu \eta_{3}\left(u_{5}+\mathfrak{B} \eta_{5}\right)=0  \tag{3.4.6}\\
\lambda \eta_{1}\left(\mathfrak{B} \eta_{4}+u_{4}\right)=0 \\
\mu \eta_{1}\left(\mathfrak{B} \eta_{5}+u_{5}\right)=0
\end{array}\right\}
$$

Corollary 3.4.3. Let $F$ be the Matsumoto metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with two-dimensional center. Then the geodesics depend only on $\lambda, \mu, u_{4}$ and $u_{5}$.

Theorem 3.4.4. Let $F$ be the Matsumoto metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with two-dimensional center. Then $\eta \in \mathfrak{g}$ is a geodesic vector of $(N, \tilde{a})$ if and only if $\eta$ is a geodesic vector of $(N, F)$.

Proof. Using theorem 3.2.1, completes the proof.

## Lie algebras with three-dimensional center

This section considers simply connected nilpotent Lie groups of dimension five with leftinvariant Matsumoto metric and has a three-dimensional center. In [31], they have shown that there exists an orthonormal basis $\left\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\}$ of $\mathfrak{g}$ such that

$$
\begin{equation*}
\left[e_{1}, e_{2}\right]=\lambda e_{3} \tag{3.4.7}
\end{equation*}
$$

where $\left\{e_{3}, e_{4}, e_{5}\right\}$ is a basis for the center of $\mathfrak{g}, \lambda>0$ and all other commutators are zero.
Let $F$ be a left invariant Matsumoto metric on simply connected two-step nilpotent Lie groups of dimension five defined by the Riemannian metric $\tilde{a}$ and the vector field $u=\sum_{i=1}^{5} u_{i} e_{i}$. From the lemma 1.6.1 and Eq. 3.4.2), a vector $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ of $\mathfrak{g}$ is a geodesic vector if and only if

$$
\left\langle\mathfrak{B} \sum_{i=1}^{5} \eta_{i} e_{i}+\sum_{i=1}^{5} u_{i} e_{i},\left[\sum_{i=1}^{5} \eta_{i} e_{i}, e_{j}\right]\right\rangle=0,
$$

for each $j=1,2,3,4,5$. Therefore we obtain

$$
\left.\begin{array}{l}
\lambda \eta_{1}\left(\mathfrak{B} \eta_{3}+u_{3}\right)=0,  \tag{3.4.8}\\
\lambda \eta_{3}\left(\mathfrak{B} \eta_{3}+u_{3}\right)=0,
\end{array}\right\}
$$

Corollary 3.4.5. Let $F$ be the Matsumoto metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with three-dimensional center. Then the geodesics depend only on $u_{3}$.

Theorem 3.4.6. Let $F$ be the Matsumoto metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with three-dimensional center. Then $\eta \in \mathfrak{g}$ is a geodesic vector of $(N, \tilde{a})$ if and only if $\eta$ is a geodesic vector of $(N, F)$.

Proof. Using theorem 3.2.1, completes the proof.

### 3.4.2 Geodesic vectors of $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ metric on nilpotent Lie groups of dimension five

## Lie algebras with one-dimensional center

This section considers a simply connected nilpotent Lie groups of dimension five with left-invariant special $(\alpha, \beta)$-metric and has a one-dimensional center. Let $e_{5}$ be a unit vector in $\mathfrak{h}$ and let $\mathfrak{l}$ be the orthogonal complement of $\mathfrak{h}$ in $\mathfrak{g}$, here $\mathfrak{g}$ is denoted as a five-dimensional 2-step nilpotent Lie algebra with 1-dimensional center $\mathfrak{h}$. In 31], they have shown that there exists an orthonormal basis $\left\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\}$ of $\mathfrak{g}$ as defined in Eq. (3.4.1).

Riemannian metric $\tilde{\alpha}=\langle\cdot \tilde{,} \cdot\rangle$ defines $F$ as a left invariant $(\alpha, \beta)$-metric on a simply connected two-step nilpotent Lie group $N$ and the vector field $u=\sum_{i=1}^{5} u_{i} e_{i}$.

The following results is obtained from the relation (3.3.4),

$$
\begin{equation*}
g_{\eta_{\mathrm{l}}}\left(\eta_{\mathrm{l}},[\eta, \xi]_{\mathrm{l}}\right)=\frac{\left\{\exp \left(\frac{\langle u, \eta\rangle}{|\eta|}\right)+\frac{\langle u, \eta\rangle^{2}}{|\eta|^{2}}\right\}}{|\eta| \exp \left(\frac{\langle u, \eta\rangle}{|\eta|}\right)+2\langle u, \eta\rangle}\left\langle\mathfrak{B} \eta_{\mathrm{l}}+u,[\eta, \xi]_{\mathrm{\imath}}\right\rangle . \tag{3.4.9}
\end{equation*}
$$

where $\mathfrak{B}=\frac{\left\{\exp \left(\frac{\langle u, \eta\rangle}{|\eta|}\right)-\frac{\langle u, \eta\rangle}{|\eta|} \exp \left(\frac{\langle u, \eta\rangle}{|\eta|}\right)-\left(\frac{\langle u, \eta\rangle}{|\eta|}\right)^{2}\right\} \eta}{|\eta| \exp \left(\frac{\langle u, \eta\rangle}{|\eta|}\right)+2\langle u, \eta\rangle}$.
From the lemma 1.6.1 and Eq. 3.4.9), a vector $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ of $\mathfrak{g}$ is a geodesic vector if and only if

$$
\begin{equation*}
\left\langle\mathfrak{B} \sum_{i=1}^{5} \eta_{i} e_{i}+\sum_{i=1}^{5} u_{i} e_{i},\left[\sum_{i=1}^{5} \eta_{i} e_{i}, e_{j}\right]\right\rangle=0, \tag{3.4.10}
\end{equation*}
$$

for each $j=1,2,3,4,5$. Therefore we obtain

$$
\left.\begin{array}{l}
\lambda \eta_{1}\left(\mathfrak{B} \eta_{5}+u_{5}\right)=0,  \tag{3.4.11}\\
\lambda \eta_{2}\left(\mathfrak{B} \eta_{5}+u_{5}\right)=0, \\
\lambda \eta_{3}\left(\mathfrak{B} \eta_{5}+u_{5}\right)=0, \\
\lambda \eta_{4}\left(\mathfrak{B} \eta_{5}+u_{5}\right)=0 .
\end{array}\right\}
$$

Thus, if $u=\sum_{i=1}^{5} u_{i} e_{i}$ of $\mathfrak{g}$ is a geodesic vector if and only if

- $\eta \in \operatorname{span}\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$, or
- $\eta=\beta e_{5}$ for $\beta \neq 0$.

Corollary 3.4.7. Let $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ be the $(\alpha, \beta)$-metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $u=\sum_{i=1}^{5} u_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with one-dimensional center. Then geodesic vectors depend only on $u_{5}$.

Theorem 3.4.8. Let $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ be the special $(\alpha, \beta)$-metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $u=\sum_{i=1}^{5} u_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with one-dimensional center. Then $\eta \in \mathfrak{g}$ is a geodesic vector of $(N, \tilde{a})$ if and only if $\eta$ is a geodesic vector of $(N, F)$.

Proof. Using Theorem 3.3.1, completes the proof.

## Lie algebras with two-dimensional center

This section considers Lie algebra $\mathfrak{g}$ having a two-dimensional center. In [31], they have shown that there exists an orthonormal basis $\left\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\}$ of $\mathfrak{g}$ is as in Eq. 3.4.5)

From the lemma 1.6.1 and Eq. 3.4.9), a vector $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ of $\mathfrak{g}$ is a geodesic vector if and only if

$$
\left\langle\mathfrak{B} \sum_{i=1}^{5} \eta_{i} e_{i}+\sum_{i=1}^{5} u_{i} e_{i},\left[\sum_{i=1}^{5} \eta_{i} e_{i}, e_{j}\right]\right\rangle=0,
$$

for each $j=1,2,3,4,5$. Therefore we obtain

$$
\left.\begin{array}{l}
\lambda \eta_{2}\left(\mathfrak{B} \eta_{4}+u_{4}\right)+\mu \eta_{3}\left(u_{5}+\mathfrak{B} \eta_{5}\right)=0,  \tag{3.4.12}\\
\lambda \eta_{1}\left(\mathfrak{B} \eta_{4}+u_{4}\right)=0, \\
\mu \eta_{1}\left(\mathfrak{B} \eta_{5}+u_{5}\right)=0 .
\end{array}\right\}
$$

Corollary 3.4.9. Let $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ be the $(\alpha, \beta)$-metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with two-dimensional center. Then the geodesics depend only on $\lambda, \mu, u_{4}$ and $u_{5}$.

Theorem 3.4.10. Let $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ be the special $(\alpha, \beta)$-metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with two-dimensional center. Then $\eta \in \mathfrak{g}$ is a geodesic vector of $(N, \tilde{a})$ if and only if $\eta$ is a geodesic vector of $(N, F)$.

Proof. Using theorem 3.3.1, completes the proof.

## Lie algebras with three-dimensional center

This section considers simply connected nilpotent Lie groups of dimension five with leftinvariant metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ and has a three-dimensional center. In 31], they have shown that there exists an orthonormal basis $\left\{e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\}$ of $\mathfrak{g}$ is as in Eq. (3.4.7).

Let $F$ be a left invariant metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ on simply connected two-step nilpotent Lie groups of dimension five defined by the Riemannian metric $\tilde{a}$ and the vector field $u=\sum_{i=1}^{5} u_{i} e_{i}$.

From the lemma 1.6.1 and Eq. 3.4.9), a vector $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ of $\mathfrak{g}$ is a geodesic vector if and only if

$$
\left\langle\mathfrak{B} \sum_{i=1}^{5} \eta_{i} e_{i}+\sum_{i=1}^{5} u_{i} e_{i},\left[\sum_{i=1}^{5} \eta_{i} e_{i}, e_{j}\right]\right\rangle=0,
$$

for each $j=1,2,3,4,5$. Therefore we obtain

$$
\left.\begin{array}{l}
\lambda \eta_{1}\left(\mathfrak{B} \eta_{3}+u_{3}\right)=0,  \tag{3.4.13}\\
\lambda \eta_{3}\left(\mathfrak{B} \eta_{3}+u_{3}\right)=0 .
\end{array}\right\}
$$

Corollary 3.4.11. Let $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ be the $(\alpha, \beta)$-metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with three-dimensional center. Then the geodesics depend only on $u_{3}$.

Theorem 3.4.12. Let $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$ be the special $(\alpha, \beta)$-metric defined by an invariant Riemannian metric $\tilde{a}$ and the left invariant vector field $\eta=\sum_{i=1}^{5} \eta_{i} e_{i}$ on simply connected two-step nilpotent Lie group of dimension five with three-dimensional center. Then $\eta \in \mathfrak{g}$ is a geodesic vector of $(N, \tilde{a})$ if and only if $\eta$ is a geodesic vector of $(N, F)$.

Proof. Using theorem 3.3.1, completes the proof.

### 3.5 Conclusion

We have concluded this chapter by following results:

- Let $N$ be a homogeneous Finsler space with Matsumoto metric $F=\frac{\alpha^{2}}{\alpha-\beta}$. Then a vector $\eta(\neq 0) \in \mathfrak{g}$ is a geodesic vector if and only if

$$
\left\langle[\eta, \xi]_{\mathfrak{l}},\right| \eta_{\mathfrak{l}}\left|\eta_{\mathfrak{l}}-2\left\langle u, \eta_{\mathfrak{l}}\right\rangle \eta_{\mathfrak{l}}+\left|\eta_{\mathrm{l}}\right|^{2} u\right\rangle=0
$$

holds for every $\xi \in \mathfrak{l}$.

- In a homogeneous Finsler space $(N, F)$, there exists at least one homogeneous geodesic, with metric $F=\frac{\alpha^{2}}{\alpha-\beta}$.
- Let $(N, F)$ be a homogeneous Finsler space with special metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$. Then a non-zero vector $\eta \in \mathfrak{g}$ is a geodesic vector if and only if

$$
\begin{aligned}
& \left\langle[\eta, \xi]_{\mathfrak{l}},\left(\exp \left(\frac{\left\langle u, \eta_{\imath}\right\rangle}{\left|\eta_{\imath}\right|}\right)-\frac{\left\langle u, \eta_{\imath}\right\rangle}{\left|\eta_{\mathrm{t}}\right|} \exp \left(\frac{\left\langle u, \eta_{\mathrm{\imath}}\right\rangle}{\left|\eta_{\mathrm{t}}\right|}\right)-\frac{\left\langle u, \eta_{\imath}\right\rangle^{2}}{\left|\eta_{\mathrm{t}}\right|^{2}}\right) \eta_{\mathrm{\imath}}\right. \\
& \left.+\left(\left|\eta_{\imath}\right| \exp \left(\frac{\left\langle u, \eta_{\iota}\right\rangle}{\left|\eta_{\imath}\right|}\right)+2\left\langle u, \eta_{\iota}\right\rangle\right) u\right\rangle=0,
\end{aligned}
$$

holds for every $\xi \in \mathfrak{l}$.

- For a homogeneous Finsler space $(N, F)$, there exists at least one homogeneous geodesic, with metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$.
- Using above results, we discuss the geodesic vectors for a two-step nilpotent Lie group of dimension five with left-invariant $(\alpha, \beta)$-metrics.


## Chapter 4

## The study of $S$-curvature of a homogeneous Finsler space with Randers-Matsumoto metric

In this chapter, we have considered the Randers-Matsumoto metric $F=\frac{\alpha^{2}}{\alpha-\beta}+\beta$ to study the $S$-curvature on homogeneous Finsler metric. It discusses the invariant vector fields, $S$-curvature and an isotropic $S$-curvature of homogeneous Finsler space with Randers-Matsumoto metric. This presents a new approach to analyse the curvature properties of homogenous Finsler space using the concept of change of metrics.

### 4.1 Introduction

Matsumoto proposed $(\alpha, \beta)$-metric of the form $F=\frac{\alpha^{2}}{\alpha-\beta}, \alpha=\sqrt{a_{i j}(x) \eta^{i} \eta^{j}}$, and $\beta=$ $b_{i}(x) \eta^{i}$, is said to be a slope of a mountain metric as well as Matsumoto metric [48]. With the use of this metric, Finsler geometry has been enhanced, and researchers have a useful working tool [78]. Randers change of metric is a change of Finsler metric i.e., $F(x, \eta) \rightarrow F(x, \eta)=F(x, \eta)+b_{i}(x) \eta^{i}$. Matsumoto advanced the notion of a Randers change, Hashiguchi and Ichijyo [29] named it and Shibata studied it from a detailed
perspective [71]. An $(\alpha, \beta)$-metric $F(x, \eta)=\frac{\alpha^{2}}{\alpha-\beta}+\beta$ is said to be Randers-Matsumoto metric. The characteristics of a Finsler space with the Randers-Matsumoto metric were recently discussed by Nagaraja and Pradeep Kumar [53]. Matsumoto [46] presented the theory of Finslerian hypersurface. The geometrical characteristics of hypersurfaces in a few unique Finsler spaces have been studied by Gupta and Pandey [27, 28].

In Finsler geometry, $S$-curvature is one of the important non-Riemannian curvatures. The structure of $S$-curvature was first initiated by Shen [73]. $S$-curvature measures the rate of change of volume form of Finsler space and is subtly related to flag curvature of Finsler metrics. In 2013, Shaoqiang Deng and Zhiguang Hu [23], who have discussed the curvatures of homogeneous Randers space and positive flag curvature. In 2017, LaurianIoan Piscoran and Vishnu Narayan Mishra [61] investigated the $S$-curvature, Landsberg curvature, Cartan torsion and mean Cartan torsion and studied the classes of metrics with bounded Cartan torsion, also obtained the condition for class of a Finsler metrics to be Riemannian or locally Minkowskian. Recently so many authors have worked on this $S$-curvature [15, 25, 56, 69, 80, 81, 83].

Definition 4.1.1. A smooth manifold $G$ together with an abstract group structure is said to be a Lie group if the mapping $\left(g_{1}, g_{2}\right) \rightarrow g_{1} g_{2}^{(-1)}$ from $G \times G \rightarrow G$ is $C^{\infty}$. Let $G$ be a Lie group and $N$, a smooth manifold. If there exists a $C^{\infty}$ mapping $\Psi: G \times N \rightarrow N$ which satisfies,

1. $\Psi\left(e, g_{1}\right)=g_{1}$, where $e$, the identity of $G, \forall g_{1} \in G$,
2. $\Psi\left(g_{1}, \Psi\left(g_{2}, x\right)\right)=\Psi\left(g_{1} g_{2}, x\right), \forall x \in N$ and $\forall g_{1}, g_{2} \in G$,
then $G$ is said to act smoothly on $N$ and $G$ is a Lie transformation group of $N$.

### 4.2 Invariant vector field on homogeneous Finsler space

Here we prove the theorem for the existence of an invariant vector field corresponding to the 1 -form $\beta$ for the homogeneous Finlser space with $(\alpha, \beta)$-metric $F=\frac{\alpha^{2}}{\alpha-\beta}+\beta$. For that, we need the following lemmas:

Lemma 4.2.1. A Riemannian space $(N, \alpha)$ and $\beta=b_{i} \eta^{i}$ be a 1-form, with $\|\beta\|=\sqrt{b_{i} b^{i}}<$ 1. On $N$, corresponding to $\beta \exists$ a smooth vector field $u$ with $\alpha\left(\left.u\right|_{x}\right)<1, \forall x \in N$ such that the metric $F$ of a Finsler space $(N, F)$ can be described through $\alpha$ along with $u$ as

$$
\begin{equation*}
F(x, \eta)=\frac{\alpha^{2}(x, \eta)}{\alpha(x, \eta)-\left\langle\left. u\right|_{x}, \eta\right\rangle}+\left\langle\left. u\right|_{x}, \eta\right\rangle, x \in N, \eta \in T_{x} N \tag{4.2.1}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the inner product extracted from the Riemannian metric $\alpha$.

Proof. As we know, an inner product is used to constrain a Riemannian metric to a tangent space. Therefore, the bilinear form $\langle\xi, \eta\rangle=a_{i j} \xi^{i} \eta^{j}, \forall \xi, \eta \in T_{x} N$ is an inner product on $T_{x} N$ for $x \in N$, and this inner product induces an inner product on $T_{x}^{*} N$, the cotangent space of $N$ at $x$ which gives us $\left\langle d x_{i}, d x_{j}\right\rangle=a^{i j}$. An existence of linear isomorphism between $T_{x}^{*} N$ and $T_{x} N$, considering this inner product, is defined. It follows that the 1 -form $\beta$ corresponds to a smooth vector field $u$ on $N$, which can be written as $\left.u\right|_{x}=b^{i} \frac{\partial}{\partial x^{i}}$, where $b^{i}=a^{i j} b_{j}$.

Then, for $\eta \in T_{x} N$, we have $\left\langle\left. u\right|_{x}, \eta\right\rangle=\left\langle b^{i} \frac{\partial}{\partial x^{i}}, \eta^{j} \frac{\partial}{\partial x^{j}}\right\rangle=b^{i} \eta^{j} a_{i j}=b_{j} \eta^{j}=\beta(\eta)$. Also, we have $\alpha^{2}(x, \eta)=a_{i j} \eta^{i} \eta^{j}$,
$\Longrightarrow \alpha^{2}\left(\left.u\right|_{x}\right)=a_{i j} b^{i} b^{j}=\|\beta\|^{2}<1$, equivalent to $\alpha\left(\left.u\right|_{x}\right)<1$.

Lemma 4.2.2. Let $(N, F)$ be a Finsler space with the Randers-Matsumoto metric $F=$ $\frac{\alpha^{2}}{\alpha-\beta}+\beta$. Let $\varphi$ be an isometry of $(N, F)$. Then $\varphi$ is an isometry of $(N, \alpha)$ if and only if $\left\langle\left. u\right|_{x}, \eta\right\rangle=\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle$.

Proof. Let $x \in N$ and $\varphi:(N, F) \rightarrow(N, F)$ be an isometry. Consequently,

$$
\begin{equation*}
F(x, \eta)=F\left(\varphi(x), d \varphi_{x}(\eta)\right), \forall \eta \in T_{x} N \tag{4.2.2}
\end{equation*}
$$

By the lemma 4.2.1), we get

$$
\begin{equation*}
\frac{\alpha^{2}(x, \eta)}{\alpha(x, \eta)-\left\langle\left. u\right|_{x}, \eta\right\rangle}+\left\langle\left. u\right|_{x}, \eta\right\rangle=\frac{\alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right)}{\alpha\left(\varphi(x), d \varphi_{x}(\eta)\right)-\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle}+\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle . \tag{4.2.3}
\end{equation*}
$$

Replacing $\eta$ by $-\eta$ in Eq. 4.2.3), we get

$$
\begin{equation*}
\frac{\alpha^{2}(x, \eta)}{\alpha(x, \eta)+\left\langle\left. u\right|_{x}, \eta\right\rangle}-\left\langle\left. u\right|_{x}, \eta\right\rangle=\frac{\alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right)}{\alpha\left(\varphi(x), d \varphi_{x}(\eta)\right)+\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle}-\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle \tag{4.2.4}
\end{equation*}
$$

Adding Eqs. 4.2.3) and (4.2.4),

$$
\begin{aligned}
\frac{\alpha^{3}(x, \eta)}{\alpha^{2}(x, \eta)-\left\langle\left. u\right|_{x}, \eta\right\rangle^{2}} & =\frac{\alpha^{3}\left(\varphi(x), d \varphi_{x}(\eta)\right)}{\alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right)-\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle^{2}} \\
\frac{\alpha^{3}(x, \eta)-\alpha^{3}\left(\varphi(x), d \varphi_{x}(\eta)\right)}{\alpha^{3}\left(\varphi(x), d \varphi_{x}(\eta)\right)} & =\frac{\alpha^{2}(x, \eta)-\left\langle\left. u\right|_{x}, \eta\right\rangle^{2}-\alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right)+\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle^{2}}{\alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right)-\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle^{2}}
\end{aligned}
$$

If $\alpha(x, \eta)=\alpha\left(\varphi(x), d \varphi_{x}(\eta)\right)$, then we have

$$
\begin{equation*}
\left\langle u_{x}, \eta\right\rangle^{2}=\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle^{2}, \tag{4.2.5}
\end{equation*}
$$

implies $\quad\left\langle\left. u\right|_{x}, \eta\right\rangle=\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle$,
and thus $d \varphi\left(\left.u\right|_{x}\right)=\left.u\right|_{\varphi(x)}$.
Now, subtracting Eq. (4.2.4) from Eq. (4.2.3),

$$
\frac{\alpha^{2}(x, \eta)\left\langle u_{x}, \eta\right\rangle}{\alpha^{2}(x, \eta)-\left\langle u_{x}, \eta\right\rangle^{2}}+\left\langle u_{x}, \eta\right\rangle=\frac{\alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right)\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle}{\alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right)-\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle^{2}}+\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle .
$$

Again, if $\left\langle u_{x}, \eta\right\rangle=\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle$, then

$$
\begin{align*}
& \frac{\alpha^{2}(x, \eta)}{\alpha^{2}(x, \eta)-\left\langle\left. u\right|_{x}, \eta\right\rangle^{2}}=\frac{\alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right)}{\alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right)-\left\langle\left. u\right|_{x}, \eta\right\rangle^{2}} \\
& \begin{aligned}
& \alpha^{2}(x, \eta) \alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right)-\alpha^{2}(x, \eta)\left\langle\left. u\right|_{x}, \eta\right\rangle^{2} \\
&= \alpha^{2}(x, \eta) \alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right)-\alpha^{2}\left(\varphi(x), d \varphi_{x}(\eta)\right) \\
&-\left\langle\left. u\right|_{x}, \eta\right\rangle^{2}
\end{aligned}
\end{align*}
$$

implies
thus

$$
\begin{equation*}
\alpha(x, \eta)=\alpha\left(\varphi(x), d \varphi_{x}(\eta)\right) \tag{4.2.7}
\end{equation*}
$$

Hence, we proved.
Lemma 4.2.3. Let $(N, F)$ be a Finsler space with the metric $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$. Let $I(N, F)$ be a group of isometries of $(N, F)$ and $I(N, \alpha)$ be that of Riemannian space $(N, \alpha)$. Then $I(N, F)$ is a closed subgroup of $I(N, \alpha)$ if and only if $\left\langle\left. u\right|_{x}, \eta\right\rangle=\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle$.

Proof. Let $I(N, F)$ be a closed subgroup of $I(N, \alpha)$. Thus, if $\varphi$ is an isometry of $(N, F), \varphi$ is an isometry of $(N, \alpha)$. Then from the lemma 4.2.2), we have $\left\langle\left. u\right|_{x}, \eta\right\rangle=\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle$.

On the other hand, suppose $\varphi$ is an isometry of the space $(N, F)$ and satisfies $\left\langle\left. u\right|_{x}, \eta\right\rangle=$ $\left\langle\left. u\right|_{\varphi(x)}, d \varphi_{x}(\eta)\right\rangle$, then from lemma 4.2.2 $\varphi$ is an isometry of $(N, \alpha)$. Thus $I(N, F)$ is a closed subgroup of $I(N, \alpha)$. Hence the proof.

From the above lemma, we determine that if $(N, F)$ is a homogeneous Finsler space with the metric $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$, then $(N, \alpha)$ is homogeneous.

Therefore, a homogeneous Finsler space with the Randers-Matsumoto metric can be stated as the coset space of a connected Lie group with metric $F$. Considering the metric $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ as $G$-invariant Finsler metric on $N$.

Theorem 4.2.4. Let $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ be a $G$-invariant Randers-Matsumoto metric on $G / H, u$ the vector field corresponding to $\beta$. Then $\alpha$ is a $G$-invariant Riemannian metric if and only if the vector field $u$ is also $G$-invariant.

Proof. As $F$ is a $G$-invariant metric on $G / H$, we have

$$
F(\eta)=F(\operatorname{Ad}(h) \eta), \quad \forall h \in H, \eta \in \mathfrak{l} .
$$

By the lemma 4.2.1, we get

$$
\begin{equation*}
\frac{\alpha^{2}(\eta)}{\alpha(\eta)-\langle u, \eta\rangle}+\langle u, \eta\rangle=\frac{\alpha^{2}(\operatorname{Ad}(h) \eta)}{\alpha(\operatorname{Ad}(h) \eta)-\langle u, \operatorname{Ad}(h) \eta\rangle}+\langle u, \operatorname{Ad}(h) \eta\rangle \tag{4.2.8}
\end{equation*}
$$

Replacing $\eta$ by $-\eta$ in Eq. 4.2.8), we get

$$
\begin{equation*}
\frac{\alpha^{2}(\eta)}{\alpha(\eta)+\langle u, \eta\rangle}-\langle u, \eta\rangle=\frac{\alpha^{2}(\operatorname{Ad}(h) \eta)}{\alpha(\operatorname{Ad}(h) \eta)+\langle u, \operatorname{Ad}(h) \eta\rangle}-\langle u, \operatorname{Ad}(h) \eta\rangle . \tag{4.2.9}
\end{equation*}
$$

Adding Eqs. 4.2.8) and 4.2.9, implies that

$$
\begin{aligned}
\frac{\alpha^{3}(\eta)}{\alpha^{2}(\eta)-\langle u, \eta\rangle^{2}} & =\frac{\alpha^{3}(\operatorname{Ad}(h)(\eta))}{\alpha^{2}(\operatorname{Ad}(h)(\eta))-\langle u, \operatorname{Ad}(h)(\eta)\rangle^{2}} \\
\frac{\alpha^{3}(\eta)-\alpha^{3}(u, \operatorname{Ad}(h)(\eta))}{\alpha^{3}(\operatorname{Ad}(h)(\eta))} & =\frac{\alpha^{2}(x, \eta)-\langle u, \eta\rangle^{2}-\alpha^{2}(u, \operatorname{Ad}(h)(\eta))+\langle u, \operatorname{Ad}(h)(\eta)\rangle^{2}}{\alpha^{2}(\operatorname{Ad}(h)(\eta))-\langle u, \operatorname{Ad}(h)(\eta)\rangle^{2}}
\end{aligned}
$$

If $\alpha(\eta)=\alpha(\operatorname{Ad}(h) \eta)$

$$
\langle u, \eta\rangle^{2}=\langle u, \operatorname{Ad}(h)(\eta)\rangle^{2}
$$

implies

$$
\begin{equation*}
\langle u, \eta\rangle=\langle u, \operatorname{Ad}(h)(\eta)\rangle \tag{4.2.10}
\end{equation*}
$$

Now, subtracting Eq. (4.2.9) from Eq. 4.2.8), we get

$$
\frac{\alpha^{2}(\eta)\langle u, \eta\rangle}{\alpha^{2}(\eta)-\langle u, \eta\rangle^{2}}+\langle u, \eta\rangle=\frac{\alpha^{2}(\operatorname{Ad}(h)(\eta))\langle u, \operatorname{Ad}(h)(\eta)\rangle}{\alpha^{2}(\operatorname{Ad}(h)(\eta))-\langle u, \operatorname{Ad}(h)(\eta)\rangle^{2}}+\langle u, \operatorname{Ad}(h)(\eta)\rangle .
$$

Again, if $\langle u, \eta\rangle=\langle u, \operatorname{Ad}(h)(\eta)\rangle$, then

$$
\frac{\alpha^{2}(\eta)}{\alpha^{2}(\eta)-\langle u, \eta\rangle^{2}}=\frac{\alpha^{2}(u, \operatorname{Ad}(h)(\eta))}{\alpha^{2}(u, \operatorname{Ad}(h)(\eta))-\langle u, \eta\rangle^{2}}
$$

implies

$$
\begin{aligned}
\alpha^{2}(\eta) \alpha^{2}(u, \operatorname{Ad} & (h)(\eta))-\alpha^{2}(\eta)\langle u, \eta\rangle^{2} \\
& =\alpha^{2}(\eta) \alpha^{2}(u, \operatorname{Ad}(h)(\eta))-\alpha^{2}(u, \operatorname{Ad}(h)(\eta))\langle u, \eta\rangle^{2}
\end{aligned}
$$

thus

$$
\begin{equation*}
\alpha(\eta)=\alpha(u, \operatorname{Ad}(h)(\eta)) \tag{4.2.11}
\end{equation*}
$$

Therefore, $\alpha$ is a $G$-invariant Riemannian metric if and only if $\operatorname{Ad}(h) u=u$.

## 4.3 $S$-curvature of Randers-Matsumoto metric

Now, we derive the equation for the $S$-curvature of a homogeneous Finsler space with $F=\frac{\alpha^{2}}{\alpha-\beta}+\beta$.

Theorem 4.3.1. 24] Let $F=\alpha \phi(s)$ be a $G$-invariant $(\alpha, \beta)$-metric on the reductive homogeneous manifold $G / H$ with $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$. Then the $S$-curvature formula for $F$ is of the form

$$
\begin{equation*}
S(H, \eta)=\frac{\Phi}{2 \alpha \Delta^{2}}\left(\left\langle[u, \eta]_{\mathfrak{l}}, \eta\right\rangle+\alpha Q\left\langle[u, \eta]_{\mathfrak{l}}, u\right\rangle\right) \tag{4.3.1}
\end{equation*}
$$

where $u \in \mathfrak{l}$ corresponds to the 1-form $\beta$ and $\mathfrak{l}$ is identified with the tangent space $T_{H}(G / H)$ of $G / H$ at the origin $H$.

Now, with metric $F=\frac{\alpha^{2}}{\alpha-\beta}+\beta$, we derive a formula for $S$-curvature of a homogeneous Finsler spaces.

Theorem 4.3.2. Consider $G / H$ as a reductive homogeneous Finsler space with Lie algebra decomposition $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$, and $F=\frac{\alpha^{2}}{\alpha-\beta}+\beta$ be a $G$-invariant Randers-Matsumoto
metric on $G / H$. Then $S$-curvature is written as,

$$
\left.\begin{array}{rl}
S(H, \eta)= & {\left[\begin{array}{l}
6 s^{4}-(9 n+15) s^{3}+\left(6 b^{2} n+27 n+21\right) s^{2}-\left(16 b^{2} n+10 b^{2}+14 n+14\right) s \\
+4 b^{2} n+10 b^{2}+2 n+2
\end{array}\right.} \\
2\left(s^{2}-s-1\right)\left(2 b^{2}-3 s+1\right)^{2} \tag{4.3.2}
\end{array}\right]
$$

where $u \in \mathfrak{l}$ corresponds to the 1 -form $\beta, \mathfrak{l}$ is verified with the tangent space $T_{H}(G / H)$ of $G / H$ at the origin $H$.

Proof. For a metric $F=\alpha \phi(s)$, where $\phi(s)=\frac{1}{1-s}+s$, the components of Eq. (1.2.1) take the values as follows:

$$
\begin{aligned}
& Q=\frac{-s^{2}+2 s-2}{2 s-1}, \quad Q^{\prime}=\frac{-2 s^{2}+2 s+2}{(2 s-1)^{2}}, \quad Q^{\prime \prime}=\frac{-10}{(2 s-1)^{3}} \\
& \Delta=-\frac{\left(s^{2}-s-1\right)\left(2 b^{2}-3 s+1\right)}{(2 s-1)^{2}}, \\
& \Phi=\frac{\left(s^{2}-s-1\right)\binom{6 s^{4}-3(3 n+5) s^{3}+3\left(2 n b^{2}+9 n+7\right) s^{2}-\left((16 n+10) b^{2}\right.}{+14(n+1)) s+(4 n+10) b^{2}+2(n+1)}}{(2 s-1)^{4}}
\end{aligned}
$$

When these values are substituted in 4.3.1), we obtain a required $S$-curvature formula as shown in 4.3.2).

Corollary 4.3.3. Let $G / H$ be reductive homogeneous Finsler space with Lie algebra decomposition $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$ and $F=\frac{\alpha^{2}}{\alpha-\beta}+\beta$ be a $G$-invariant Randers-Matsumoto metric on $G / H$. Then $(G / H, F)$ has an isotropic $S$-curvature if and only if it has vanishing S-curvature.

Proof. Consider $G / H$ has an isotropic $S$-curvature, then $S(x, \eta)=(n+1) c(x) F(\eta), x \in$ $G / H, \eta \in T_{x}(G / H)$.

Taking $x=H$ and $\eta=u$ in Eq. (4.3.2), we get $c(H)=0$. Consequently, $S(H, \eta)=$ 0, $\forall \eta \in T_{H}(G / H)$. Since $F$ is a homogeneous metric, we have $S=0$ everywhere, and sufficient condition is obvious.

### 4.4 Mean Berwald Curvature

The mean Berwald curvature [76], a quantity associated with $S$-curvature, is given by

$$
E_{i j}=\frac{1}{2} \frac{\partial^{2}}{\partial \eta^{i} \partial \eta^{j}} S(x, \eta)=\frac{1}{2} \frac{\partial^{2}}{\partial \eta^{i} \partial \eta^{j}}\left(\frac{\partial G^{m}}{\partial \eta^{m}}\right)(x, \eta)
$$

where $G^{m}$ are the spray coefficients. On $T N \backslash\{0\}, E:=E_{i j} d x^{i} \otimes d x^{j}$ is tensor, which is $E$ tensor. A group of symmetric forms of $E$ tensor considered as $E_{\eta}: T_{x} N \times T_{x} N \rightarrow R$ defined as $E_{\eta}(\xi, \zeta)=E_{i j}(x, \eta) \xi^{i} \zeta^{j}$, where $\xi=\left.\xi^{i} \frac{\partial}{\partial x^{i}}\right|_{x}, \zeta=\left.\zeta^{i} \frac{\partial}{\partial x^{i}}\right|_{x} \in T_{x} N$. Then the collection $\left\{E_{\eta}: \eta \in T N \backslash\{0\}\right\}$ is said to be $E$-curvature or mean Berwald curvature. With $F=\frac{\alpha^{2}}{\alpha-\beta}+\beta$, we determine the mean Berwald curvature of a homogeneous Finsler space in this section. For this, the following is required:

At the origin, $a_{i j}=\delta_{j}^{i}$, therefore, $\eta_{i}=a_{i j} \eta^{j}=\delta_{j}^{i} \eta^{j}=\eta^{i}, \alpha_{\eta^{i}}=\frac{\eta_{i}}{\alpha}, \quad \beta_{\eta^{i}}=b_{i}$,

$$
\begin{aligned}
s_{\eta^{i}} & =\frac{\partial}{\partial \eta^{i}}\left(\frac{\beta}{\alpha}\right)=\frac{b_{i} \alpha-s \eta_{i}}{\alpha^{2}} \\
s_{\eta^{i} \eta^{j}} & =\frac{\partial}{\partial \eta^{j}}\left(\frac{b_{i} \alpha-s \eta_{i}}{\alpha^{2}}\right)=\frac{\alpha^{2}\left[b_{i} \frac{\eta_{j}}{\alpha}-\left(\frac{b_{j} \alpha-s \eta_{j}}{\alpha^{2}}\right) \eta_{i}-s \delta_{j}^{i}\right]-\left(b_{i} \alpha-s \eta_{i}\right) 2 \eta_{j}}{\alpha^{4}} \\
& =\frac{-\left(b_{i} \eta_{j}+b_{j} \eta_{i}\right) \alpha+3 s \eta_{i} \eta_{j}-\alpha^{2} s \delta_{j}^{i}}{\alpha^{4}}
\end{aligned}
$$

In $S(H, \eta)$, we are assuming

$$
A=\left[\begin{array}{c}
6 s^{4}-(9 n+15) s^{3}+\left(6 b^{2} n+27 n+21\right) s^{2}-\left(16 b^{2} n+10 b^{2}+14 n+14\right) s \\
+4 b^{2} n+10 b^{2}+2 n+2
\end{array}\right]
$$

then

$$
\frac{\partial A}{\partial \eta^{j}}=\frac{k_{1} s^{5}+k_{2} s^{4}+k_{3} s^{3}+k_{4} s^{2}+k_{5} s+k_{6}}{2\left(s^{2}-s-1\right)^{2}\left(2 b^{2}-3 s+1\right)^{3}} s_{\eta^{j}},
$$

and

$$
\begin{aligned}
\frac{\partial^{2} A}{\partial \eta^{i} \partial \eta^{j}}= & \frac{l_{1} s^{7}+l_{2} s^{6}+l_{3} s^{5}+l_{4} s^{4}+l_{5} s^{3}+l_{6} s^{2}+l_{7} s+l_{8}}{\left(s^{2}-s-1\right)^{3}\left(2 b^{2}-3 s+1\right)^{4}} s_{\eta^{i}} s_{\eta^{j}} \\
& +\frac{k_{1} s^{5}+k_{2} s^{4}+k_{3} s^{3}+k_{4} s^{2}+k_{5} s+k_{6}}{2\left(s^{2}-s-1\right)^{2}\left(2 b^{2}-3 s+1\right)^{3}} s_{\eta^{i} \eta^{j}}
\end{aligned}
$$

where,

$$
\begin{aligned}
& k_{1}=24 b^{2}-27 n-15, \quad k_{2}=(18 n-66) b^{2}+153 n+129, \\
& k_{3}=-\left((126 n+78) b^{2}+216 n+228\right), \\
& k_{4}=20(n+1) b^{4}+(182 n+266) b^{2}+122 n+146, \\
& k_{5}=-\left(40(n+1) b^{4}+(124 n+172) b^{2}+34 n+22\right), \\
& k_{6}=40(n+1) b^{4}+(28 n-8) b^{2}+4 n+4, \quad l_{1}=72 b^{2}-81 n-45, \\
& l_{2}=24 b^{4}+(54 n-300) b^{2}+675 n+573, \\
& l_{3}=-\left(72 b^{4}+(702 n+288) b^{2}-1566 n-1584\right), \\
& l_{4}=240(n+1) b^{4}+(1860 n+2220) b^{2}+1815 n+1995, \\
& l_{5}=-\left(40(n+1) b^{6}+(780 n+660) b^{4}+(2730 n+3420) b^{2}+1175 n+1145\right), \\
& l_{6}=120(n+1) b^{6}+1440(n+1) b^{4}+(1890 n+1674) b^{2}+438 n+330, \\
& l_{7}=-\left(240(n+1) b^{6}+(990 n+972) b^{4}+(432 n+90) b^{2}+75 n+129\right), \\
& l_{8}=120(n+1) b^{6}+(60 n+36) b^{4}+(6 n+144) b^{2}+3 n-3 .
\end{aligned}
$$

Theorem 4.4.1. Let $G / H$ be a reductive homogeneous Finsler space with Lie algebra decomposition $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$, and a $G$-invariant metric $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ on $G / H$. Then for
the homogeneous Finsler space with Randers-Matsumoto metric, mean Berwald curvature is given by

$$
E_{i j}(H, \eta)=\frac{1}{2} \frac{\partial^{2} S}{\partial \eta^{i} \partial \eta^{j}}=\frac{1}{2}\left(\frac{\partial^{2} \phi_{1}}{\partial \eta^{i} \partial \eta^{j}}+\frac{\partial^{2} \Psi_{1}}{\partial \eta^{i} \partial \eta^{j}}\right)
$$

where $\frac{\partial^{2} \phi_{1}}{\partial \eta^{i} \partial \eta^{j}}$ and $\frac{\partial^{2} \Psi_{1}}{\partial \eta^{i} \partial \eta^{j}}$ are as in Eqs. (4.4.1) and 4.4.2) respectively.

Proof. From the equation $S(H, \eta)$, we can write $S$-curvature at the origin as follows:

$$
\begin{gathered}
S(H, \eta)=\phi_{1}+\Psi_{1} \\
\text { where } \quad \phi_{1}=\frac{A}{\alpha}\left\langle[u, \eta]_{\mathfrak{l}}, \eta\right\rangle \quad \text { and } \quad \Psi_{1}=\frac{\left(s^{2}-2 s+2\right) A}{1-2 s}\left\langle[u, \eta]_{\mathfrak{r}}, u\right\rangle .
\end{gathered}
$$

Therefore, mean Berwald curvature is

$$
E_{i j}=\frac{1}{2} \frac{\partial^{2} S}{\partial \eta^{i} \partial \eta^{j}}=\frac{1}{2}\left(\frac{\partial^{2} \phi_{1}}{\partial \eta^{i} \partial \eta^{j}}+\frac{\partial^{2} \Psi_{1}}{\partial \eta^{i} \partial \eta^{j}}\right)
$$

where $\frac{\partial^{2} \phi_{1}}{\partial \eta^{i} \partial \eta^{j}}$ and $\frac{\partial^{2} \Psi_{1}}{\partial \eta^{i} \partial \eta^{j}}$ are calculated as follows:

$$
\begin{aligned}
\frac{\partial \phi_{1}}{\partial \eta^{j}}= & \frac{\partial}{\partial \eta^{j}}\left(\frac{A}{\alpha}\left\langle[u, \eta]_{\mathfrak{l}}, \eta\right\rangle\right) \\
= & \left(\frac{1}{\alpha} \frac{\partial A}{\partial \eta^{j}}-\frac{A}{\alpha^{2}} \frac{\eta_{j}}{\alpha}\right)\left\langle[u, \eta]_{\mathfrak{l}}, \eta\right\rangle+\frac{A}{\alpha}\left(\left\langle\left[u, u_{j}\right]_{\mathfrak{l}}, \eta\right\rangle+\left\langle[u, \eta]_{\mathfrak{l}}, u_{j}\right\rangle\right) . \\
\frac{\partial^{2} \phi_{1}}{\partial \eta^{i} \partial \eta^{j}}= & \frac{\partial}{\partial \eta^{i}}\left(\left(\frac{1}{\alpha} \frac{\partial A}{\partial \eta^{j}}-\frac{A}{\alpha^{2}} \frac{\eta_{j}}{\alpha}\right)\left\langle[u, \eta]_{\mathfrak{l}}, \eta\right\rangle+\frac{A}{\alpha}\left(\left\langle\left[u, u_{j}\right]_{\mathfrak{l}}, \eta\right\rangle+\left\langle[u, \eta]_{\mathfrak{l}}, u_{j}\right\rangle\right)\right), \\
= & \left(\frac{1}{\alpha} \frac{\partial^{2} A}{\partial \eta^{i} \partial \eta^{j}}-\frac{\eta_{i}}{\alpha^{3}} \frac{\partial A}{\partial \eta^{j}}-\frac{\eta_{j}}{\alpha^{3}} \frac{\partial A}{\partial \eta^{i}}-\frac{A}{\alpha^{3}} \delta_{i}^{j}+\frac{3 A}{\alpha^{5}} \eta_{i} \eta_{j}\right)\left\langle[u, \eta]_{\mathfrak{l}}, \eta\right\rangle \\
& +\left(\frac{1}{\alpha} \frac{\partial A}{\partial \eta^{j}}-\frac{A \eta_{j}}{\alpha^{3}}\right)\left(\left\langle\left[u, u_{i}\right]_{\mathfrak{l}}, \eta\right\rangle+\left\langle[u, \eta]_{\mathfrak{l}}, u_{i}\right\rangle\right) \\
& +\left(\frac{1}{\alpha} \frac{\partial A}{\partial \eta^{i}}-\frac{A}{\alpha^{3}} \eta_{i}\right)\left(\left\langle\left[u, u_{j}\right]_{\mathfrak{l}}, \eta\right\rangle+\left\langle[u, \eta]_{\mathfrak{l}}, u_{j}\right\rangle\right)+\frac{A}{\alpha}\left(\left\langle\left[u, u_{j}\right]_{\mathfrak{l}}, u_{i}\right\rangle\right. \\
& \left.+\left\langle\left[u, u_{i}\right]_{\mathfrak{l}}, u_{j}\right\rangle\right) .
\end{aligned}
$$

and

$$
\begin{align*}
\frac{\partial \Psi_{1}}{\partial \eta^{j}}= & \frac{\partial}{\partial \eta^{j}}\left(\frac{\left(s^{2}-2 s+2\right) A}{1-2 s}\left\langle[u, \eta]_{\mathfrak{l}}, u\right\rangle\right), \\
= & \left(\frac{s^{2}-2 s+2}{1-2 s} \frac{\partial A}{\partial \eta^{j}}-\frac{2 s^{2}-2 s-2}{(2 s-1)^{2}} A s_{\eta^{j}}\right)\left\langle[u, \eta]_{\mathfrak{l}}, u\right\rangle+\frac{\left(s^{2}-2 s+2\right) A}{1-2 s} \\
& \times\left\langle\left[u, u_{j}\right]_{\mathfrak{l}}, u\right\rangle . \\
\frac{\partial^{2} \Psi_{1}}{\partial \eta^{i} \partial \eta^{j}}= & \frac{\partial}{\partial \eta^{i}}\left[\left(\frac{s^{2}-2 s+2}{1-2 s} \frac{\partial A}{\partial \eta^{j}}-\frac{2 s^{2}-2 s-2}{(2 s-1)^{2}} A s_{\eta^{j}}\right)\left\langle[u, \eta]_{\mathfrak{l}}, u\right\rangle\right. \\
& \left.+\frac{\left(s^{2}-2 s+2\right) A}{1-2 s}\left\langle\left[u, u_{j}\right]_{\mathfrak{l}}, u\right\rangle\right], \\
= & {\left[\frac{s^{2}-2 s+2}{1-2 s} \frac{\partial^{2} A}{\partial \eta^{i} \partial \eta^{j}}-\frac{2 s^{2}-2 s-2}{(2 s-1)^{2}} s_{\eta^{i}} \frac{\partial A}{\partial \eta^{j}}-\frac{\left(2 s^{2}-2 s-2\right)}{(2 s-1)^{2}} s_{\eta^{j}} \frac{\partial A}{\partial \eta^{i}}\right.} \\
& \left.-\frac{10 A}{(2 s-1)^{3}} s_{\eta^{i}} s_{\eta^{j}}-\frac{2 s^{2}-2 s-2}{(2 s-1)^{2}} A s_{\eta^{i} \eta^{j}}\right]\left\langle[u, \eta]_{\mathfrak{l}}, u\right\rangle \\
& +\left(\frac{s^{2}-2 s+2}{1-2 s} \frac{\partial A}{\partial \eta^{j}}-\frac{2 s^{2}-2 s-2}{(2 s-1)^{2}} A s_{\eta^{j}}\right)\left\langle\left[u, u_{i}\right]_{\mathfrak{l}}, u\right\rangle \\
& +\left(\frac{s^{2}-2 s+2}{1-2 s} \frac{\partial A}{\partial \eta^{i}}-\frac{2 s^{2}-2 s-2}{(2 s-1)^{2}} A s_{\eta^{i}}\right)\left\langle\left[u, u_{j}\right]_{\mathfrak{l}}, u\right\rangle . \tag{4.4.2}
\end{align*}
$$

Substituting Eqs. 4.4.1 and 4.4.2 in $E_{i j}$, we get the formula $E_{i j}(H, \eta)$.

### 4.5 Conclusion

We have obtained the following results:

- Let $G / H$ be reductive homogeneous Finsler space with a decomposition of the Lie algebra $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$, and $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ be a $G$-invariant Randers-Matsumoto metric on $G / H$. Then the $S$-curvature is given by

$$
\begin{align*}
S(H, \eta)= & {\left[\begin{array}{c}
6 s^{4}-(9 n+15) s^{3}+\left(6 b^{2} n+27 n+21\right) s^{2}-\left(16 b^{2} n+10 b^{2}+14 n\right. \\
+14) s+4 b^{2} n+10 b^{2}+2 n+2
\end{array}\right] } \\
& \times\left(\frac{s^{2}-2 s+2}{1-2 s}\left\langle\left[u, \eta s_{\mathfrak{l}}, u\right\rangle+\frac{1}{\alpha}\left\langle[u, \eta]_{\mathfrak{l}}, \eta\right\rangle\right),\right. \tag{4.5.1}
\end{align*}
$$

where $u \in \mathfrak{l}$ corresponds to the 1 -form $\beta, \mathfrak{l}$ is verified with the tangent space $T_{H}(G / H)$ of $G / H$ at the origin $H$.

- Let $G / H$ be reductive homogeneous Finsler space with a decomposition of the Lie algebra $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$ and $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ be a $G$-invariant Randers-Matsumoto metric on $G / H$. Then $(G / H, F)$ has isotropic $S$-curvature if and only if it has vanishing $S$-curvature.
- Let $G / H$ be a reductive homogeneous Finsler space with a decomposition of the Lie algebra $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$, and $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ be a $G$-invariant special metric on $G / H$. Then the mean Berwald curvature $E_{i j}$ of the homogeneous Finsler space with special $(\alpha, \beta)$-metric is also derived.


## Chapter 5

## Ricci curvature of a homogeneous Finsler space with special $(\alpha, \beta)$-metric

In this chapter, we have obtained the formula for the Ricci curvature of homogeneous Finsler space with special metric, $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$. We have discussed the conditions for vanishing $S$-curvature for the space $(G / H, F)$.

### 5.1 Introduction

For $(\alpha, \beta)$-metric Riemannian and Ricci curvatures are given by Zhou [86]. The Ricci curvature of a Finsler metric $F$ on a manifold is a scalar function Ric :TN $\rightarrow R$ with the homogeneity $\operatorname{Ric}(\lambda u)=\lambda^{2} \operatorname{Ric}(u)$. A Finsler metric $F$ on an $n$-dimensional manifold $N$ is called an Einstein metric if there is a scalar function $\mu=\mu(x)$ on $N$ such that Ric $=(n-1) \mu F^{2}$ [85], [12]. In [17], Cheng et al. have shown that the formulae given in 86] are incorrect. Later, they have also given the corrected formulae for Ricci curvature and Riemannian curvature for $(\alpha, \beta)$-metrics. Curvature properties of homogeneous Finsler spaces with $(\alpha, \beta)$-metrics are among the most significant topics in Finsler geometry.

### 5.2 Ricci curvature of Finsler space

Theorem 5.2.1. 17 On Finsler space $N$, let $F$ be an $(\alpha, \beta)$-metric. Then

$$
\begin{equation*}
\operatorname{Ric}(Z)=\operatorname{Ric}^{\alpha}(Z)+R T_{q}^{q} \tag{5.2.1}
\end{equation*}
$$

is its given Ricci curvature and $\operatorname{Ric}^{\alpha}$ be Ricci curvature of $\alpha$, where

$$
\begin{aligned}
R T_{q}^{q}= & \frac{1}{\alpha^{2}}\left\{(n-1) K_{1}+K_{2}\right\} r_{00}^{2} \\
& +\frac{1}{\alpha}\left[\left((n-1) K_{3}+K_{4}\right) r_{00} s_{0}+\left((n-1) K_{5}+K_{6}\right) r_{00} r_{0}\right. \\
& \left.+\left((n-1) K_{7}+K_{8}\right) r_{00 ; 0}\right]+\left((n-1) K_{9}+K_{10}\right) s_{0}^{2}+\left(r r_{00}-r_{0}^{2}\right) K_{11} \\
& +\left((n-1) K_{12}+K_{13}\right) r_{0} s_{0}+\left(r_{00} r_{q}^{q}-r_{0 q} r_{0}^{q}+r_{00 ; q} b^{q}-r_{0 q ; 0} b^{q}\right) K_{14} \\
& +\left((n-1) K_{15}+K_{16}\right) r_{0 q} s_{0}^{q}+\left((n-1) K_{17}+K_{18}\right) s_{0 ; 0}+s_{0 q} s_{0}^{q} K_{19} \\
& +\left((n-1) K_{17}+K_{18}\right) s_{0 ; 0}+s_{0 q} s_{0}^{q} K_{19}+\alpha\left[r s_{0} K_{20}+\left((n-1) K_{21}+K_{22}\right) s_{q} s_{0}^{q}\right] \\
& +\alpha\left(\left(3 s_{q} r_{0}^{q}-2 s_{0} r_{q}^{q}+2 r_{q} s_{0}^{q}-2 s_{0 ; q} b^{q}+s_{q ; 0} b^{q}\right) K_{23}+s_{0 ; q}^{q} K_{24}\right) \\
& +\alpha^{2}\left(s_{q} s^{q} K_{25}+s_{q}^{i} s_{i}^{q} K_{26}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
K_{1}= & 2 \Psi \Theta_{s}\left(B-s^{2}\right)-2 s \Psi \Theta+\Theta^{2}-\Theta_{s} \\
K_{2}= & 2 \Psi \Psi_{s s}\left(B-s^{2}\right)^{2}-\left(6 s \Psi \Psi_{s}+\Psi_{s s}\right)\left(B-s^{2}\right)+2 s \Psi_{s} \\
K_{3}= & -4\left(2 Q \Theta_{s}+Q_{s} \Theta\right) \Psi\left(B-s^{2}\right)+4 Q \Theta_{s}+2 Q_{s} \Theta+4 Q \Theta(s \Psi-\Theta)-2 \Theta_{B}, \\
K_{4}= & -4 \Psi\left(2 Q \Psi_{s s}+Q_{s} \Psi_{s}+Q_{s s} \Psi_{s}^{2}\right)\left(B-s^{2}\right)^{2}+\left(-4 \Psi^{2}\left(Q-s Q_{s}\right)\right. \\
& \left.+4 Q_{s s} \Psi+2 Q_{s} \Psi_{s}+4 Q \Psi_{s s}-2 \Psi_{s B}+20 s Q \Psi \Psi_{s}\right)\left(B-s^{2}\right)+2 \Psi\left(Q-s Q_{s}\right) \\
& -4 \Psi_{s}-Q_{s s}-10 s Q \Psi_{s},
\end{aligned}
$$

$$
\begin{aligned}
& K_{5}=4 \Psi \Theta-2 \Theta_{B}, \quad K_{6}=2\left(2 \Psi \Psi_{s}-\Psi_{s B}\right)\left(B-s^{2}\right)-2 \Psi_{s}, \\
& K_{7}=-\Theta, \quad K_{8}=-\Psi_{s}\left(B-s^{2}\right), \\
& K_{9}=8 Q \Psi\left(Q \Theta_{s}+Q_{S} \Theta\right)\left(B-s^{2}\right)+4 Q^{2}\left(\Theta^{2}-\Theta_{s}\right)+4 Q\left(\Theta_{B}-Q_{s}\right), \\
& K_{10}=\left(4 \Psi^{2}\left(2 Q Q_{s s}-Q_{s}^{2}\right)+8 Q \Psi\left(Q \Psi_{s s}+Q_{s} \Psi_{s}\right)-4 Q^{2} \Psi_{s}^{2}\right)\left(B-s^{2}\right)^{2}+\left(-16 s Q \Psi\left(Q \Psi_{s}\right.\right. \\
& \left.\left.+Q_{s} \Psi\right)-4 \Psi\left(2 Q Q_{s s}-Q_{s}^{2}\right)-4 Q\left(Q \Psi_{s s}+Q_{s} \Psi_{s}\right)+4 Q \Psi_{s B}+4 Q_{s} \Psi_{B}\right)\left(B-s^{2}\right) \\
& -4 s^{2} Q^{2} \Psi^{2}+4(2+3 s Q)\left(Q \Psi_{s}+Q_{s} \Psi\right)-8 Q^{2} \Psi+2 Q Q_{s s}-Q_{s}^{2}+4 s Q \Psi_{B}, \\
& K_{11}=4 \Psi^{2}+4 \Psi_{B}, \quad K_{12}=4 Q\left(-2 \Psi \Theta+\Theta_{B}\right), \\
& K_{13}=\left(8 \Psi\left(Q_{s} \Psi-Q \Psi_{s}\right)+4 Q \Psi_{s B}+4 Q_{s} \Psi_{B}\right)\left(B-s^{2}\right)+8 s Q \Psi^{2}+4 Q \Psi_{s}-4(1-s Q) \Psi_{B}, \\
& K_{14}=2 \Psi, \quad K_{15}=4 Q \Theta, \\
& K_{16}=4\left(Q \Psi_{s}-Q_{s} \Psi\right)\left(B-s^{2}\right)+2 Q_{s}-2(1+2 s Q) \Psi, \quad K_{17}=2 Q \Theta, \\
& K_{18}=2\left(Q \Psi_{s}+Q_{s} \Psi\right)\left(B-s^{2}\right)+2 s Q \Psi-Q_{s}, \quad K_{19}=2(1+s Q) Q_{s}-2 Q^{2}, \\
& K_{20}=-8\left(\Psi^{2}+\Psi_{B}\right) Q, \quad K_{21}=-4 Q^{2} \Theta, \quad B=b^{2}, \\
& K_{22}=2 Q \Psi-4 Q^{2} \Psi_{s}\left(B-s^{2}\right), \quad K_{23}=2 Q \Psi, \quad K_{24}=2 Q, \\
& K_{25}=-4 Q^{2} \Psi, \\
& K_{26}=-Q^{2}, \quad Q=\frac{\phi^{\prime}}{\phi-s \phi^{\prime}}, \\
& \Psi=\frac{\phi^{\prime \prime}}{2\left(\phi-s \phi^{\prime}+\left(B-s^{2}\right) \phi^{\prime \prime}\right)}, \quad \Theta=\frac{\phi \phi^{\prime}-s\left(\phi \phi^{\prime \prime}+\phi^{\prime} \phi^{\prime}\right)}{2 \phi\left(\phi-s \phi^{\prime}+\left(B-s^{2}\right) \phi^{\prime \prime}\right)},
\end{aligned}
$$

### 5.3 Ricci curvature of special $(\alpha, \beta)$-metric on a ho-

## mogeneous Finsler space

Now we calculate the Ricci curvature of a homogeneous Finsler space. Let us consider $u$ to be a $G$-invariant vector field in $\mathfrak{l}$ corresponding to 1 -form $\beta$ of length $c$ and with respect to
the restriction $\langle\cdot, \cdot\rangle$ of Riemannian metric $\alpha$ of an orthonormal basis $\left\{u_{1}, u_{2}, \ldots, u_{n}=\frac{u}{c}\right\}$. Let $\Gamma_{i j}^{k}$ be the Christoffel symbols given by $\nabla_{\frac{\partial}{\partial x^{i}}} \frac{\partial}{\partial x^{j}}=\Gamma_{i j}^{k} \frac{\partial}{\partial x^{k}}$. The structure constants of $\mathfrak{g}$ is $C_{i j}^{k}=\left\langle\left[u_{i}, u_{j}\right]_{\mathfrak{l}}, u_{k}\right\rangle,(1 \leq i, j, k \leq n)$ where $\left[u_{i}, u_{j}\right]_{\mathfrak{l}}$ denotes the projection of $\left[u_{i}, u_{j}\right]$ to $\mathfrak{l}$, and $f(k, i)$ can be defined by

$$
f(k, i):= \begin{cases}1, & k<i \\ 0, & k \geq i\end{cases}
$$

As a prerequisite to the rest of the calculation, we need the following lemma:

Lemma 5.3.1. [23] At the origin $o=e H$, we have the following values:

$$
\begin{aligned}
& b_{i}=c \delta_{n i}, \quad s_{i j}=\frac{c}{2} C_{i j}^{n}, \quad s_{j}=\frac{c^{2}}{2} C_{n j}^{n}, \\
& r_{i j}=-\frac{c}{2}\left(C_{n i}^{j}+C_{n j}^{i}\right), \quad s_{i ; j}=c\left(s_{n i ; j}+\frac{c}{2} C_{q i}^{n} \Gamma_{n j}^{q}\right), \quad r_{i j ; k}=s_{i j ; k}+b_{j ; i ; k}, \\
& s_{i j ; k}=\frac{c}{2}\left(\frac{1}{2} C_{q j}^{n}\left(C_{k i}^{q}+C_{i q}^{k}+C_{k q}^{i}\right)+\frac{1}{2} C_{i q}^{n}\left(C_{k j}^{q}+C_{j q}^{k}+C_{k q}^{j}\right)+C_{j i}^{q} C_{k q}^{n}\right), \\
& \frac{1}{c} b_{i ; j ; k}=-\Gamma_{n j}^{p}\left\langle\nabla_{\hat{u}_{k}} \hat{u_{i}}, \hat{u_{p}}\right\rangle-\Gamma_{n p}^{i}\left\langle\nabla_{\hat{u}_{k}} \hat{u_{j}}, \hat{u_{p}}\right\rangle+C_{k n}^{p}\left\langle\nabla_{\hat{u_{p}}} \hat{u_{j}}, \hat{u_{i}}\right\rangle+\hat{u_{k}}\left\langle\nabla_{\hat{u_{n}}} \hat{u_{j}}, \hat{u_{i}}\right\rangle, \\
& \Gamma_{i j}^{k}=f(i, j) C_{i j}^{k}+\left\langle\nabla_{\hat{u_{i}}} \hat{u_{j}}, \hat{u_{k}}\right\rangle, \\
& \left.\left\langle\nabla_{\hat{u_{i}}} \hat{u}_{j}, \hat{u_{k}}\right\rangle\right|_{0}=-\frac{1}{2}\left(C_{j k}^{i}+C_{i k}^{j}+C_{i j}^{k}\right), \\
& \left.\left\langle\nabla_{\hat{u_{u}}} \hat{u_{j}}, \hat{u_{k}}\right\rangle \hat{u_{k}}\right|_{0}=\frac{1}{2}\left(C_{h a}^{k} C_{i j}^{a}+C_{h a}^{j} C_{i k}^{a}+C_{h a}^{i} C_{j k}^{a}+C_{i j}^{p} C_{k l}^{p}+C_{i k}^{p} C_{h j}^{p}+C_{j k}^{p} C_{h i}^{p}\right), \\
& \left.\frac{\partial \Gamma_{i j}^{k}}{\partial x^{h}}\right|_{0}=\left\langle\nabla_{\hat{u}_{i}} \hat{u_{j}}, \hat{u_{k}}\right\rangle \hat{u_{h}}+f(h, j) C_{h j}^{a}\left\langle\nabla_{\hat{u_{i}}} \hat{u_{a}}, \hat{u_{k}}\right\rangle+f(h, i) C_{h i}^{p}\left\langle\nabla_{\hat{u}_{p}} \hat{u_{j}}, \hat{u_{k}}\right\rangle \\
& \quad-\left(\Gamma_{h p}^{k}+\left\langle\nabla_{\hat{u_{h}}} \hat{u_{k}}, \hat{u_{p}}\right\rangle\right) \Gamma_{i j}^{p}, \quad i \geq j .
\end{aligned}
$$

As a result of lemma 5.3.1, we calculate the quantities involved in the statement of
theorem 5.2.1 at the origin of homogeneous Finsler spaces.

$$
\begin{array}{ll}
r_{00}=c C_{0 n}^{0}, & s_{0}=\frac{c^{2}}{2} C_{n 0}^{n}, \\
r_{00 ; 0}=-c C_{0 p}^{0}\left(C_{n p}^{0}+C_{n 0}^{p}\right), & r=0, \\
r_{q}^{q}=-c C_{n q}^{q}, & s_{0 ; 0}=\frac{c^{2}}{2} C_{n 0}^{n}, \\
r_{o q} s_{0}^{q}=-\frac{c^{2}}{4} C_{n p}^{n} C_{0 p}^{0}, \\
s_{q} s_{0}^{q}=\frac{c^{2}}{4}\left(C_{n 0}^{q}+C_{n 0}^{q}+C_{n q}^{0}\right), & \left.s_{n q}^{0}\right)^{2}, \\
r_{q} s_{0}^{q}=-\frac{c^{2}}{4}\left(C_{q 0}^{n},\right. & s_{q} r_{0}^{q} r_{0}^{q}=-\frac{c^{3}}{4} C_{n q}^{n} C_{n q}^{n}\left(C_{n q}^{0}+C_{n 0}^{q}\right), \\
s_{0 ; q} q^{q}=\frac{c^{3}}{4} C_{n p}^{n}\left(C_{0 n}^{p}+C_{0 p}^{n}+C_{n p}^{0}\right), & s_{q ; 0} b^{q}=\frac{c^{3}}{4} C_{n p}^{n}\left(C_{n 0}^{p}+C_{0 p}^{n}+C_{n p}^{0}\right), \\
s_{0 ; q}^{q}=\frac{c}{2} C_{p 0}^{n} C_{q p}^{q}+\frac{c}{4} C_{q p}^{n}\left(C_{q p}^{0}+C_{0 p}^{q}+C_{0 q}^{p}\right), & s_{q}^{i} s_{i}=-\frac{c^{2}}{4}\left(C_{q i}^{n}\right)^{2}, \\
r_{00 ; q} b^{q}=-\frac{c^{2}}{2}\left(C_{n 0}^{p}+C_{n p}^{0}\right)\left(-C_{n 0}^{p}+C_{n p}^{0}+C_{o p}^{n}\right), \\
r_{o q ; 0} b^{q}=\frac{c^{2}}{2}\left[C_{n p}^{n} C_{p 0}^{0}+\frac{1}{2}\left(C_{n 0}^{p}+C_{n p}^{0}\right)\left(C_{0 n}^{p}+C_{p 0}^{n}+C_{p n}^{0}\right)\right] .
\end{array}
$$

For special metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}, K_{1}$ to $K_{26}$ can be calculated as follows:

$$
\begin{aligned}
\phi & =1+\sqrt{s^{2}+1}, \quad \phi^{\prime}=\frac{s}{\sqrt{s^{2}+1}} \quad \phi^{\prime \prime}=\frac{1}{\left(s^{2}+1\right)^{\frac{3}{2}}}, \\
K_{1} & =-\frac{\binom{3 s^{2}\left((B+s) s^{4}+(6 B+14) s^{2}+4 B+8\right) \sqrt{s^{2}+1}+\left(-s^{4}+2 s^{2}+4 B+8\right)}{\times\left(s^{2}+1\right)^{2}}}{4 \phi^{2} \sqrt{s^{2}+1}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{3}}, \\
K_{2} & =\frac{\binom{3 \sqrt{s^{2}+1}\left(s^{6}-(7 B+6) s^{4}+\left(2 B^{2}-3 B-6\right) s^{2}+B^{2}+2 B\right) \sqrt{s^{2}+1}+2 s^{8}}{+s^{6}(-4 B+1)-(12 B+9) s^{4}+\left(3 B^{2}-2 B-6\right) s^{2}+B^{2}+2 B}}{2\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{4}}, \\
K_{3} & =\frac{\binom{\left((3 B+19) s^{4}+(20 B+52) s^{2}+16 B+32\right) \sqrt{s^{2}+1}+\left(s^{2}+1\right)}{\times\left(3 s^{2}+4\right)\left(-s^{4}+3 s^{2}+4 B+8\right)} s^{3}}{\phi^{3} \sqrt{s^{2}+1}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{3}}
\end{aligned},
$$

$$
\begin{aligned}
& K_{4}=\frac{-1}{\left(s^{2}+1\right)^{\frac{3}{2}} \phi^{2}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{5}}\left(\left(\left(3 s^{14}-(101+72 B) s^{12}-\left(683+12 B^{2}\right.\right.\right.\right. \\
& +458 B) s^{10}-2\left(64 B^{2}+676 B+939\right) s^{8}+2\left(15 B^{3}-127 B^{2}-1032 B-1351\right) s^{6} \\
& +\left(-2133-171 B^{2}+74 B^{3}-1664 B\right) s^{4}+\left(-672 B-876-29 B^{2}+54 B^{3}-B^{4}\right) s^{2} \\
& \left.+2\left(-72+15 B^{3}+12 B^{2}+B^{5}+\frac{9 B^{4}}{2}-48 B\right)\right) \sqrt{s^{2}+1}+6 s^{16}-(7+24 B) s^{14} \\
& -2(151+116 B) s^{12}-\left(1378+52 B^{2}+989 B\right) s^{10}-\frac{1}{2}\left(4478 B-24 B^{3}+418 B^{2}\right. \\
& +6005) s^{8}-\frac{1}{2}\left(7327+5678 B-90 B^{3}+620 B^{2}\right) s^{6}+\frac{1}{2}\left(-5106-359 B^{2}+12 B^{4}\right. \\
& \left.+164 B^{3}-3994 B\right) s^{4}+\frac{1}{2}\left(-1440 B-1896-25 B^{2}+138 B^{3}+20 B^{4}\right) s^{2}-144 \\
& \left.\left.+30 B^{3}+24 B^{2}+B^{5}+9 B^{4}-96 B\right) s\right), \\
& K_{5}=\frac{2 s^{3}}{\phi\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{2}}, \quad K_{6}=\frac{\phi\left(s^{2}+1\right)+2\left(B-s^{2}\right)}{\phi\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{3}}, \\
& K_{7}=\frac{-s^{3}}{2 \phi\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)}, \quad K_{8}=\frac{3 s \sqrt{s^{2}+1}\left(B-s^{2}\right)}{2 \phi\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{2}}, \\
& K_{9}=-\frac{1}{\phi^{4} \sqrt{s^{2}+1}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{3}}\left(s \left(\left(4 s^{10}-2 s^{9}+24 s^{8}+(3 B+17) s^{7}\right.\right.\right. \\
& \left.+4(6 B+20) s^{6}+(18 B+52) s^{5}+4\left(3 B^{2}+24 B+37\right) s^{4}+36(B+2)^{2} s^{2}\right) \\
& \times \sqrt{s^{2}+1}-3 s^{11}+8 s^{10}+2 s^{9}+4(3 B+13) s^{8}+(39+8 B) s^{7}+4(35+15 B) s^{6} \\
& +4(17+6 B) s^{5}+4\left(6 B^{2}+39 B+53\right) s^{4}-2(B+2)(B-8) \phi s^{3} \\
& \left.\left.+4(B+11)(B+2)^{2} s^{2}+8(B+2)^{3} \phi\right)\right), \\
& K_{10}=\frac{1}{\phi^{2} \sqrt{s^{2}+1}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{4}}\left(\left(\left(17 s^{10}+(142+56 B) s^{8}+(144 B+299\right.\right.\right. \\
& \left.\left.-3 B^{2}\right) s^{6}+\left(215+88 B-17 B^{2}\right) s^{4}+\left(24-12 B-9 B^{2}+B^{3}\right) s^{2}\right)+2\left(s^{10}\right. \\
& \left.+12(B+3) s^{8}+(40 B+104) s^{6}+\left(2 B^{2}+41 B+97\right) s^{4}+\left(-B^{2}+2 B+18\right) s^{2}\right) \\
& \left.\left.\times \sqrt{s^{2}+1}-(B+3)(B+2)^{2}\left(s^{2}+\phi\right)\right)\right),
\end{aligned}
$$

$$
\begin{aligned}
& K_{11}=\frac{-1}{\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{2}}, \\
& K_{12}=\frac{-4 s^{4}}{\phi^{2}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{2}}, \\
& K_{13}=\frac{2 s^{2}\left(-3 s^{4}-14 s^{2}+6 B-1\right)+2(B+2) \phi}{\phi\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{3}}, \\
& K_{14}=\frac{1}{s^{2} \sqrt{s^{2}+1}+B+\phi}, \\
& K_{15}=\frac{2 s^{4}}{\phi^{2}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)}, \\
& K_{16}=\frac{s^{2} \sqrt{s^{2}+1}\left(s^{2}+2\right)+6 s^{6}+(-6 B+7) s^{4}+(-5 B+3) s^{2}+(B+2) \phi}{\phi \sqrt{s^{2}+1}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{2}}, \\
& K_{17}=\frac{s^{4}}{\phi^{2}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)}, \\
& K_{18}=\frac{-\left(s^{4}+2 s^{2}\right) \sqrt{s^{2}+1}-(B+2) \phi+3 s^{6}+(-3 B+2) s^{4}-(4 B+3) s^{2}}{\phi \sqrt{s^{2}+1}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{2}}, \\
& K_{19}=\frac{-2\left(s^{2} \sqrt{s^{2}+1}-s^{2}-\phi\right)}{\phi^{2} \sqrt{s^{2}+1}}, \\
& K_{20}=\frac{2 s}{\phi\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{2}}, \\
& K_{21}=\frac{-2 s^{5}}{\phi^{3}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)}, \\
& K_{22}=\frac{s\binom{s-6 s^{4} \sqrt{s^{2}+1}+6 B s^{2} \sqrt{s^{2}+1}+s^{4}+s^{2} \sqrt{s^{2}+1}+B \sqrt{s^{2}+1}+2 s^{2}}{+B+2 \sqrt{s^{2}+1}+2}}{\phi\left(\sqrt{s^{2}+1}\left(s^{2}+1\right)+B+1\right)^{2}}, \\
& K_{23}=\frac{s}{\phi\left(\sqrt{s^{2}+1}\left(s^{2}+1\right)+B+1\right)}, \\
& K_{24}=\frac{2 s}{\phi}, \\
& K_{25}=\frac{-2 s^{2}}{\phi^{2}\left(\sqrt{s^{2}+1}\left(s^{2}+1\right)+B+1\right)}, \\
& K_{26}=\frac{-s^{2}}{\phi^{2}}, \quad Q=\frac{s}{\phi}, \\
& Q_{s}=\frac{1}{\phi \sqrt{s^{2}+1}}, \\
& Q_{s s}=\frac{-\left(\sqrt{s^{2}+1}+\phi\right) s}{\left(s^{2}+1\right)^{\frac{3}{2}} \phi^{2}}, \\
& \Psi=\frac{1}{2\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)}, \\
& \Psi_{s}=\frac{-3 s \sqrt{s^{2}+1}}{2\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{2}}, \\
& \Psi_{s s}=\frac{3\left(\left(4 s^{4}+3 s^{2}-1\right) \sqrt{s^{2}+1}-3(B+1)\right)}{2 \sqrt{s^{2}+1}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{3}}, \\
& \Psi_{B}=\frac{-1}{2\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{2}}, \\
& \Psi_{s B}=\frac{3 s \sqrt{s^{2}+1}}{\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{3}}, \\
& \Theta=\frac{s^{3}}{2 \phi \sqrt{s^{2}+1}\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)}, \\
& \Theta_{s}=-\frac{2\left(s^{2} \sqrt{s^{2}+1}-s^{2}-\phi\right)}{\phi^{2}\left(\sqrt{s^{2}+1}\left(s^{2}+1\right)+B+1\right)^{2}}, \\
& \Theta_{B}=\frac{-s^{3}}{2 \phi\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{2}}, \\
& \Theta_{s B}=-\frac{\left(\left(-s^{2}\left(4 s^{2}+1\right)+3(B+2)\right) \sqrt{s^{2}+1}\right)}{2 \phi^{2} \sqrt{s^{2}+1}\left(\left(s^{2} \sqrt{s^{2}+1}+B+\phi\right)^{3}\right)} .
\end{aligned}
$$

Using the above computation, we obtain the following result:

Theorem 5.3.2. A compact homogeneous Finsler space $G / H$ with $G$-invariant special metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$. Then the Ricci curvature is given by

$$
\begin{align*}
\operatorname{Ric}(Z)= & \operatorname{Ric}^{\alpha}(Z)+\frac{c^{2}\left(C_{0 n}^{0}\right)^{2}}{\alpha^{2}(Z)}\left\{(n-1) K_{1}+K_{2}\right\}+\frac{c^{3} C_{0 n}^{0} C_{n 0}^{n}}{2 \alpha(Z)}\left\{(n-1)\left(K_{3}-K_{5}\right)\right. \\
& \left.+K_{4}-K_{6}\right\}-\frac{c C_{0 q}^{0}\left(C_{n q}^{0}+C_{n 0}^{q}\right)}{\alpha(Z)}\left\{(n-1) K_{7}+K_{8}\right\}+\frac{c^{4}\left(C_{n 0}^{n}\right)^{2}}{4} \\
& \times\left\{(n-1)\left(K_{9}-K_{12}\right)+K_{10}-K_{11}-K_{13}\right\}-\frac{c^{2}}{4}\left\{4 C_{0 n}^{0} C_{n q}^{q}+\left(C_{n 0}^{q}+C_{n q}^{0}\right)\right. \\
& \left.\times\left(2 C_{n q}^{0}+C_{0 q}^{n}+2 C_{0 n}^{q}\right)+2 C_{n q}^{n} C_{q 0}^{0}\right\} K_{14}+\frac{c^{2}}{4} C_{0 q}^{n}\left(C_{n 0}^{q}+C_{n q}^{0}\right)\left\{(n-1) K_{15}\right. \\
& \left.+K_{16}\right\}+\frac{c^{2}}{2} C_{n q}^{n} C_{0 q}^{0}\left\{(n-1) K_{17}+K_{18}\right\}-\frac{c^{2}}{4}\left(C_{q 0}^{n}\right)^{2} K_{19}+\frac{c^{3}}{4} \alpha(Z) C_{q 0}^{n} C_{n q}^{n} \\
& \times\left\{(n-1) K_{21}+K_{22}\right\}+\frac{c^{3}}{4} \alpha(Z)\left\{4 C_{n 0}^{n} C_{n q}^{q}-C_{n q}^{n}\left(4 C_{n q}^{0}-C_{0 q}^{n}\right)\right\} K_{23} \\
& +\frac{c}{4} \alpha(Z)\left\{2 C_{m 0}^{n} C_{q m}^{q}+C_{q m}^{n} C_{q m}^{0}\right\} K_{24}+\frac{c^{2}}{4} \alpha^{2}(Z)\left\{c^{2}\left(C_{n q}^{n}\right)^{2} K_{25}-\left(C_{q i}^{n}\right)^{2} K_{26}\right\} \tag{5.3.1}
\end{align*}
$$

where $Z(\neq 0) \in \mathfrak{l}$.

### 5.4 Ricci curvature and vanishing $S$-curvature

In this section we discuss the conditions for vanishing $S$-curvature for the space $(G / H, F)$.
For that we need the following lemma

Lemma 5.4.1. [83] Suppose $F=\alpha \phi(\beta / \alpha)$ is an invariant metric on the compact connected coset space $G / H$. Then $F$ has vanishing $S$-curvature if and only if $\left\langle[u, x]_{\mathfrak{l}}, x\right\rangle=$ $0, \forall x \in \mathfrak{l}$.

Theorem 5.4.2. Let $(N=G / H, F)$ be a compact connected homogeneous Finsler space with $G$-invariant special metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ on $G / H$. Suppose that $(N, F)$ has
vanishing S-curvature. Then Ricci curvature is given by

$$
\begin{aligned}
\operatorname{Ric}(Z)= & \operatorname{Ric}^{\alpha}(Z)-\frac{c^{2}}{4}\left(C_{q 0}^{n}\right)^{2} K_{19}+\frac{c}{4} \alpha(Z)\left(2 C_{m 0}^{n} C_{q m}^{q}+C_{q m}^{n} C_{q m}^{0}\right) K_{24} \\
& -\frac{c^{2}}{4} \alpha^{2}(Z)\left(C_{i k}^{n}\right)^{2} K_{26}
\end{aligned}
$$

where $Z(\neq 0) \in \mathfrak{l}$ and $K_{19}, K_{24}, K_{26}$ are already defined.
Proof. Assume that ( $N=G / H, F$ ) has vanishing $S$-curvature, using lemma 5.4.1

$$
\left\langle[u, Z]_{\mathfrak{l}}, Z\right\rangle=0, \forall Z \in \mathfrak{l} .
$$

Therefore,

$$
\begin{aligned}
C_{0 n}^{0} & =\left\langle Z,\left[u_{n}, Z\right]_{\mathfrak{l}}\right\rangle \\
& =\left\langle Z,\left[\frac{u}{c}, Z\right]_{\mathfrak{l}}\right\rangle=0,
\end{aligned}
$$

and

$$
\begin{aligned}
C_{n j}^{i}+C_{n i}^{j} & =\left\langle u_{i},\left[u_{n}, u_{j}\right]_{\mathfrak{\imath}}\right\rangle+\left\langle u_{j},\left[u_{n}, u_{i}\right]_{\mathfrak{\imath}}\right\rangle \\
& =\left\langle u_{i},\left[\frac{u}{c}, u_{j}\right]_{\mathfrak{\imath}}\right\rangle+\left\langle u_{j},\left[\frac{u}{c}, u_{i}\right]_{\mathfrak{\imath}}\right\rangle \\
& =\frac{1}{c}\left\{\left\langle u_{i},\left[u, u_{j}\right]_{\downarrow}\right\rangle+\left\langle u_{j},\left[u, u_{j}\right]_{\imath}\right\rangle+\left\langle u_{j},\left[u, u_{i}\right]_{\mathfrak{\imath}}\right\rangle+\left\langle u_{i},\left[u, u_{i}\right]_{\downarrow}\right\rangle\right\} \\
& =\frac{1}{c}\left\langle u_{i}+u_{j},\left[u, u_{j}\right]_{\downarrow}\right\rangle+\left\langle u_{i}+u_{j},\left[u, u_{i}\right]_{\curlyvee}\right\rangle \\
& =\frac{1}{c}\left\langle u_{i}+u_{j},\left[u, u_{i}+u_{j}\right]_{\downarrow}\right\rangle \\
& =0, \quad \forall 1 \leq i, j \leq n
\end{aligned}
$$

also

$$
\begin{aligned}
C_{n i}^{n} & =\left\langle\left[u_{n}, u_{i}\right]_{\mathfrak{l}}, u_{n}\right\rangle \\
& =\left\langle\left[\frac{u}{c}, u_{i}\right]_{\mathfrak{l}}, \frac{u}{c}\right\rangle \\
& =\frac{1}{c^{2}}\left\{\left\langle\left[u, u_{i}\right]_{\mathfrak{l}}, u\right\rangle+\left\langle\left[u, u_{i}\right]_{\mathfrak{l}}, u_{i}\right\rangle\right\} \\
& =\frac{1}{c^{2}}\left\langle[u, u]_{\mathfrak{l}}+\left[u, u_{i}\right]_{\mathfrak{l}}, u+u_{i}\right\rangle \\
& =\frac{1}{c^{2}}\left\langle\left[u, u+u_{i}\right]_{\mathfrak{l}},\left[u+u_{i}\right]\right\rangle \\
& =0
\end{aligned}
$$

From 5.3.2, hence the required result is obtained.

### 5.5 Conclusion

We have obtained the following results:

- A compact homogeneous Finsler space $G / H$ with $G$-invariant special metric $F=$ $\alpha+\sqrt{\alpha^{2}+\beta^{2}}$. Then the Ricci curvature is given in Eq. (5.3.1).
- Let $(N=G / H, F)$ be a compact connected homogeneous Finsler space with $G$ invariant special metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ on $G / H$. Suppose that $(N, F)$ has vanishing $S$-curvature. Then Ricci curvature is given by

$$
\begin{aligned}
\operatorname{Ric}(Z)= & \operatorname{Ric}^{\alpha}(Z)-\frac{c^{2}}{4}\left(C_{q 0}^{n}\right)^{2} K_{19}+\frac{c}{4} \alpha(Z)\left(2 C_{m 0}^{n} C_{q m}^{q}+C_{q m}^{n} C_{q m}^{0}\right) K_{24} \\
& -\frac{c^{2}}{4} \alpha^{2}(Z)\left(C_{i k}^{n}\right)^{2} K_{26},
\end{aligned}
$$

where, $Z(\neq 0) \in \mathfrak{l}$ and $K_{19}=\frac{-2\left(s^{2} \sqrt{s^{2}+1}-s^{2}-\phi\right)}{\phi^{2} \sqrt{s^{2}+1}}, \quad K_{24}=\frac{2 s}{\phi}, \quad K_{26}=\frac{-s^{2}}{\phi^{2}}$.

## Chapter 6

## Properties of Finsler space with $(\alpha, \beta)$-metric

In this chapter, we have discussed the nonholonomic frames, hypersurface of a Finsler space and projective flatness of Finsler space. We have constructed the non-holonomic Finsler frames for the two types of deformed Finsler metrics. We have obtained the some results for the hypersurface of a Finsler space with generalized Matsumoto metric. And we have proved the necessary and sufficient condition for Finsler metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$.

### 6.1 Introduction

The theory of gauge transformation has been established in the context of Finsler space by G. S. Asanov and his co-researchers (1985-1989) [8], here interesting thing is that the theory of gauge transformation the Finsler tangent vectors are considered as independent variables are attached to points in space-time. The homogeneous transformations of the tangent space are called gauge transformations. In 1982, P. R. Holland worked on a unified (formalism) field theory that uses a nonholonomic Finsler frame on space-time as a sort of plastic deformation by considering the motion of charged particles in an electromagnetic field [13, 32, 33].

Nonholonomic frames have been studied by so many physicists and geometricians about the motion of charged particles in electromagnetic field theory. In 1951, Y. Katsurada [36] introduced the theory of a nonholonomic system in Finsler geometry. In 1995, R. G. Beil [10, 9] worked on a gauge transformation considered a nonholonomic frame on the tangent bundle of a four-dimensional base manifold. This introduces that there is a unified approach to gravitation and gauge symmetries. I. Bucataru [13], in his research, discussed how the Beil metric is used in the deformation of the Riemannian metric and also in the nonholonomic frame. For finding the nonholonomic frame he considered the most general case of the Beil metric. In this case, the Generalized Lagrange metric (in short, GL-metric) is known as the Beil metric.

The systematic theory of the hypersurface of a Finsler space was built by Matsumoto in 1985, along with this he explained the hyperplane of the first kind, second kind and third kind are the classification of hypersurfaces. Further, many researchers considered these three kinds of hyperplanes in different types of $(\alpha, \beta)$-metrics of Finsler spaces and they came to various conclusions. In recent years, H. G. Nagaraja, S. K. Narasimhamurthy, Pradeep Kumar and S. T. Aveesh obtained some results on geometrical properties of Finslerian hypersurfaces with $(\alpha, \beta)$-metrics in 2009 [51, 54, 62]. In 2018, K. Vineet and R. K. Gupta worked on some special $(\alpha, \beta)$-metrics and in 2020, Brijesh Kumar Tripathi introduced the same aspect with the deformed Berwald-infinite series metric. Projectively flat Finsler spaces with special $(\alpha, \beta)$-metric. The condition for a Finsler space to be projectively flat was studies by L. Berwald and this work was completed by M. Matsumoto. Later on many authors worked on projectively flat Finsler spaces [35, 60].

### 6.2 Nonholonomic frames of Finsler space with $(\alpha, \beta)-$

## metric

Definition 6.2.1. [13] A generalized Lagrange metric is a metric $g$ on the vertical subbundle $V T N$ of the tangent space $T N$. This means that for every $u \in T N, g_{u}$ : $V_{u} T N \times V_{u} T N \rightarrow R$ is bilinear, symmetric, of rank $n$ and of constant signature. A pair $G L^{n}=(N, g)$, with $g$ a GL-metric is called a Generalized Lagrange space. If $\left(\pi^{-1}(U), \phi=\left(x^{i}, \eta^{i}\right)\right)$ is an induced local chart at $u=(x, \eta) \in T N$, we denote by $g_{i j}(u)=g_{u}\left(\left.\frac{\partial}{\partial \eta^{i}}\right|_{u},\left.\frac{\partial}{\partial \eta^{j}}\right|_{u}\right)$. Then a GL-metric may be given by a collection of functions $g_{i j}(x, \eta)$ such that we have: $\operatorname{rank}\left(g_{i j}\right)=n, g_{i j}(x, \eta)=g_{j i}(x, \eta)$; the quadratic form $g_{i j}(x, \eta) \xi^{i} \xi^{j}$ has a constant signature on $T N$; if another local chart $\left(\pi^{-1}(V), \phi=\left(\tilde{x}^{i}, \tilde{\eta}^{i}\right)\right)$ at $u \in T N$ is given and $\tilde{g}_{k l}(x, \eta)=g_{u}\left(\left.\frac{\partial}{\partial \tilde{\eta}^{k}}\right|_{u},\left.\frac{\partial}{\partial \tilde{\eta}^{l}}\right|_{u}\right)$ then $g_{i j}$ and are related by

$$
g_{i j}=\frac{\partial \tilde{x}^{k}}{\partial \eta^{i}} \frac{\partial \tilde{x}^{l}}{\partial \eta^{j}} \tilde{g}_{k l} .
$$

Further consider $g_{i j}=\frac{1}{2} \frac{\partial^{2} F^{2}}{\partial \eta^{i} \partial \eta^{j}}$ the fundamental tensor of the Randers space $(N, F)$. Taking into account the homogeneity of $\alpha$ and $F$ we have the following formulae:

$$
\left.\begin{array}{ll}
p^{i}=\frac{1}{\alpha} \eta^{i}=a^{i j} \frac{\partial \alpha}{\partial \eta^{j}}, \quad P_{i}=a_{i j} p^{j}=\frac{\partial \alpha}{\partial \eta^{i}}, & l^{i}=\frac{1}{F} \eta^{i}=g^{i j} \frac{\partial l}{\partial \eta^{j}} \\
l_{i}=g_{i j} l^{j}=\frac{\partial F}{\partial \eta^{i}}=p_{i}+b_{i} l^{i}=\frac{1}{F} p^{i}, & l^{i} l_{i}=p^{i} p_{i}=1,  \tag{6.2.1}\\
l^{i} p_{i}=\frac{\alpha}{F}, \quad p^{i} l_{i}=\frac{F}{\alpha}, \quad b_{i} P^{i}=\frac{\beta}{\alpha}, & b_{i} l^{i}=\frac{\beta}{F},
\end{array}\right\}
$$

with respect to these notations, the metric tensors $a_{i j}$ and $g_{i j}$ are related by [47],

$$
\begin{equation*}
g_{i j}(x, \eta)=\frac{F}{\alpha} a_{i j}+b_{i} p_{j}+p_{i} b_{j}+b_{i} b_{j}-\frac{\beta}{\alpha} p_{i} p_{j}=\frac{F}{\alpha}\left(a_{i j}-p_{i} p_{j}\right)+l_{i} l_{j} . \tag{6.2.2}
\end{equation*}
$$

Theorem 6.2.1. 14 For a Finsler space $(N, F)$ consider the metric with the entries:

$$
\begin{equation*}
Y_{j}^{i}=\sqrt{\frac{\alpha}{F}}\left(\delta_{j}^{i}-l^{i} l_{j}+\sqrt{\frac{\alpha}{F}} p^{i} p_{j}\right) \tag{6.2.3}
\end{equation*}
$$

defined on $T N$. Then $Y_{j}=Y_{j}^{i}\left(\frac{\partial}{\partial \eta^{i}}\right), j \in 1,2,3, \ldots, n$ is a nonholonomic frame.
Theorem 6.2.2. [2] With respect to frame the holonomic components of the Finsler metric tensor $a_{\alpha \beta}$ are the Randers metric $g_{i j}$, i.e.,

$$
\begin{equation*}
g_{i j}=Y_{i}^{\alpha} Y_{j}^{\beta} a_{\alpha \beta} \tag{6.2.4}
\end{equation*}
$$

Throughout this section we shall rise and lower indices only with the Riemannian metric $a_{i j}(x)$ that is $\eta_{i}=a_{i j} \eta^{j}, \beta^{i}=a^{i j} b_{j}$, and so on. For a Finsler space with $(\alpha, \beta)$ metric $F^{2}(x, \eta)=F\{\alpha(x, \eta), \beta(x, \eta)\}$ we have the Finsler invariants 47.

$$
\left.\begin{array}{rlrl}
\rho & =\frac{1}{2 \alpha} \frac{\partial F}{\partial \alpha}, & \rho_{0} & =\frac{1}{2} \frac{\partial^{2} F}{\partial \beta^{2}},  \tag{6.2.5}\\
\rho_{-1} & =\frac{1}{2 \alpha} \frac{\partial^{2} F}{\partial \alpha \partial \beta}, & \rho_{-2} & =\frac{1}{2 \alpha^{2}}\left(\frac{\partial^{2} F}{\partial \alpha^{2}}-\frac{1}{\alpha} \frac{\partial F}{\partial \alpha}\right),
\end{array}\right\}
$$

where subscripts $1,0,-1,-2$ give us the degree of homogeneity of these invariants.
For a Finsler space with $(\alpha, \beta)$-metric we have,

$$
\begin{equation*}
\rho_{-1} \beta+\rho_{-2} \alpha^{2}=0 \tag{6.2.6}
\end{equation*}
$$

with respect to the notations we have that the metric tensor $g_{i j}$ of a Finsler space with $(\alpha, \beta)$-metric is given by [47].

$$
\begin{equation*}
g_{i j}(x, \eta)=\rho a_{i j}(x)+\rho_{0} b_{i}(x)+\rho_{-1}\left\{b_{i}(x) \eta_{j}+b_{j}(x) \eta_{i}\right\}+\rho_{-2} \eta_{i} \eta_{j} . \tag{6.2.7}
\end{equation*}
$$

From Eq. 6.2.7) we can see that $g_{i j}$ is the result of two Finsler deformations:

1. $a_{i j} \rightarrow h_{i j}=\rho a_{i j}+\frac{1}{\rho_{-2}}\left(\rho_{-1} b_{i}+\rho_{-2} \eta_{i}\right)\left(\rho_{-1} b_{j}+\rho_{-2} \eta_{j}\right)$
2. $h_{i j} \rightarrow g_{i j}=h_{i j}+\frac{1}{\rho_{-2}}\left(\rho_{0} \rho_{-1}-\rho_{-1}^{2}\right) b_{i} b_{j}$.

The nonholonomic Finsler frame that corresponds to the theorem (7.9.1) in [14], given by,

$$
\begin{equation*}
X_{j}^{i}=\sqrt{\rho} \delta_{j}^{i}-\frac{1}{B^{2}}\left\{\sqrt{\rho}+\sqrt{\rho+\frac{B^{2}}{\rho_{-2}}}\right\}\left(\rho_{-1} b^{i}+\rho_{-2} \eta^{i}\right)\left(\rho_{-1} b_{j}+\rho_{-2} \eta_{j}\right) \tag{6.2.8}
\end{equation*}
$$

where $B^{2}=a_{i j}\left(\rho_{-1} b^{i}+\rho_{-2} \eta^{i}\right)\left(\rho_{-1} b_{j}+\rho_{-2} \eta_{j}\right)=\rho_{-1}^{2} b^{2}+\beta \rho_{-1} \rho_{-2}$.
This metric tensor $a_{i j}$ and $h_{i j}$ are related by,

$$
\begin{equation*}
h_{i j}=X_{i}^{k} X_{j}^{l} a_{k l} . \tag{6.2.9}
\end{equation*}
$$

Again the frame that corresponds to the $I I$ deformation of the Eq. 6.2.8) is given by,

$$
\begin{equation*}
Y_{j}^{i}=\delta_{j}^{i}-\frac{1}{C^{2}}\left\{1 \pm \sqrt{1+\frac{\rho_{-2} C^{2}}{\rho_{0} \rho_{-2}-\rho_{-1}^{2}}}\right\} b^{i} b_{j} \tag{6.2.10}
\end{equation*}
$$

where $C^{2}=h_{i j} b^{i} b^{j}=\rho b^{2}+\frac{1}{\rho_{-2}}\left(\rho_{-1} b^{2}+\rho_{-2} \beta\right)^{2}$.
The metric tensor $h_{i j}$ and $g_{i j}$ are related by the formula;

$$
\begin{equation*}
g_{m n}=Y_{m}^{i} Y_{n}^{j} h_{i j} . \tag{6.2.11}
\end{equation*}
$$

Theorem 6.2.3. Let $F^{2}(x, \eta)=F(\alpha(x, \eta), \beta(x, \eta))$ be the metric function of a Finsler space with $(\alpha, \beta)$-metric for which the condition (6.2.6) is true. Then

$$
V_{j}^{i}=X_{k}^{i} Y_{j}^{k}
$$

is a nonholonomic Finsler frame with $X_{k}^{i}$ and $Y_{j}^{k}$ are given by Eqs. (6.2.9) and 6.2.11) respectively.

Here we have two kinds of metrics combinations, such as the product of Randers and Matsumoto metric, another one is the product of Randers and the first approximate of Matsumoto metric.

### 6.2.1 Nonholonomic frame for $F(\alpha, \beta)=(\alpha+\beta)\left(\frac{\alpha^{2}}{\alpha-\beta}\right)$

In the first case, for a Finsler space with the fundamental function $F=(\alpha+\beta)\left(\frac{\alpha^{2}}{\alpha-\beta}\right)$ the Finsler invariants Eq. 6.2.5 are given by

$$
\begin{gather*}
\rho=\frac{\alpha^{2}-\alpha \beta-\beta^{2}}{(\alpha-\beta)^{2}}, \quad \rho_{0}=\frac{2 \alpha^{3}}{(\alpha-\beta)^{2}}, \quad \rho_{-1}=\frac{\alpha(\alpha-3 \beta)}{(\alpha-\beta)^{3}}, \\
\rho_{-2}=\frac{\beta(3 \beta-\alpha)}{\alpha(\alpha-\beta)^{3}}, \quad B^{2}=\frac{(\alpha-3 \beta)^{2}\left(\alpha^{2} b^{2}-\beta^{2}\right)}{(\alpha-\beta)^{6}} .  \tag{6.2.12}\\
X_{j}^{i}=\sqrt{\frac{\alpha^{2}-\alpha \beta-\beta^{2}}{(\alpha-\beta)^{2}} \delta_{j}^{i}-\frac{\alpha^{2}}{\alpha^{2} b^{2}-\beta^{2}}\left(\sqrt{\frac{\alpha^{2}-\alpha \beta-\beta^{2}}{(\alpha-\beta)^{2}}}\right.} \\
\left. \pm \sqrt{\frac{\left(\alpha^{2}-\alpha \beta-\beta^{2}\right)\left(\alpha \beta-\beta^{2}\right)+\alpha(3 \beta-\alpha)\left(\alpha^{2} b^{2}-\beta^{2}\right)}{\beta(\alpha-\beta)^{3}}}\right)\left(b^{i}-\frac{\beta}{\alpha^{2}} \eta^{i}\right)\left(b_{j}-\frac{\beta}{\alpha^{2}} \eta_{j}\right) . \tag{6.2.13}
\end{gather*}
$$

Again using Eq. (6.2.12) in Eq. (6.2.11) we have,

$$
\begin{equation*}
Y_{j}^{i}=\delta_{j}^{i}-\frac{1}{C^{2}}\left(1 \pm \sqrt{1+\frac{\beta(\alpha-\beta)^{2} C^{2}}{\alpha^{3}}}\right) b^{i} b_{j} \tag{6.2.14}
\end{equation*}
$$

where $C^{2}=\left(\frac{\alpha^{2}-\alpha \beta-\beta^{2}}{(\alpha-\beta)^{2}}\right) b^{2}-\frac{(\alpha-3 \beta)\left(\alpha^{2} b^{2}-\beta^{2}\right)^{2}}{\alpha \beta(\alpha-\beta)^{3}}$. Thus we state:
Theorem 6.2.4. Let $F=(\alpha+\beta)\left(\frac{\alpha^{2}}{\alpha-\beta}\right)=\frac{\alpha^{2}(\alpha+\beta)}{\alpha-\beta}$ be the metric function of a Finsler space with $(\alpha, \beta)$-metric for which the condition (6.2.6) is true. Then

$$
V_{j}^{i}=X_{k}^{i} Y_{j}^{k}
$$

is a nonholonomic Finsler frame with $X_{k}^{i}$ and $Y_{j}^{k}$ are given by Eqs. (6.2.13) and 6.2.14) respectively.
6.2.2 Nonholonomic frame for $F=(\alpha+\beta)\left(\alpha+\beta+\frac{\beta^{2}}{\alpha}\right)$

In the second case, for a Finsler space with the fundamental function $F=(\alpha+\beta)$
$\times\left(\alpha+\beta+\frac{\beta^{2}}{\alpha}\right)$ be the product of Randers metric and first approximate Matsumoto
metric the Finsler invariants Eq. 6.2.5) are given by

$$
\left.\begin{array}{rlrl}
\rho & =1+\frac{\beta}{\alpha}-\frac{\beta^{3}}{2 \alpha^{3}}, & \rho_{0} & =2+\frac{3 \beta}{\alpha}, \quad \rho_{-1}=\frac{1}{\alpha}-\frac{3 \beta^{2}}{2 \alpha^{3}}, \\
\rho_{-2} & =\frac{3 \beta^{3}-2 \alpha^{2} \beta}{2 \alpha^{5}}, & B^{2} & =\frac{\left(2 \alpha^{2}-3 \beta^{2}\right)^{2}\left(\alpha^{2} b^{2}-\beta^{2}\right)}{4 \alpha^{8}} . \tag{6.2.15}
\end{array}\right\}
$$

Using Eq. (6.2.15) in Eq. (6.2.9) we have,

$$
\begin{align*}
X_{j}^{i}= & \sqrt{1+\frac{\beta}{\alpha}-\frac{\beta^{3}}{2 \alpha^{3}}} \delta_{j}^{i}-\frac{\alpha^{2}}{\alpha^{2} b^{2}-\beta^{2}}\left(\sqrt{1+\frac{\beta}{\alpha}-\frac{\beta^{3}}{2 \alpha^{3}}}\right. \\
& \left. \pm \sqrt{\frac{\left(3 \beta^{2}-2 \alpha^{2}\right)\left(\alpha^{2} b^{2}-2 \beta^{2}\right)+2 \beta\left(\alpha^{3}+\beta^{3}\right)}{2 \alpha^{3} \beta}}\right) \times\left(b^{i}-\frac{\beta}{\alpha^{2}} \eta^{i}\right)\left(b_{j}-\frac{\beta}{\alpha^{2}} \eta_{j}\right), \tag{6.2.16}
\end{align*}
$$

again using Eq. 6.2.12 in Eq. 6.2.11 we have,

$$
\begin{align*}
Y_{j}^{i} & =\delta_{j}^{i}-\frac{1}{C^{2}}\left(1 \pm \sqrt{1+\frac{2 \alpha \beta C^{2}}{2 \alpha^{2}+4 \alpha \beta+3 \beta^{2}}}\right) b^{i} b_{j} \\
\text { where } \quad C^{2} & =\left(\frac{2 \alpha^{3}+2 \alpha^{2} \beta-\beta^{3}}{2 \alpha^{3}}\right) b^{2}+\frac{3 \beta^{2}-2 \alpha^{2}}{2 \alpha^{5}}\left(\alpha^{2} b^{2}-\beta^{2}\right)^{2} . \tag{6.2.17}
\end{align*}
$$

Thus we state:
Theorem 6.2.5. Let $F=(\alpha+\beta)\left(\alpha+\beta+\frac{\beta^{2}}{\alpha}\right)$ be the metric function of a Finsler space with $(\alpha, \beta)$-metric for which the condition 6.2.6) is true. Then

$$
V_{j}^{i}=X_{k}^{i} Y_{j}^{k}
$$

is a nonholonomic Finsler frame with $X_{k}^{i}$ and $Y_{j}^{k}$ are given by Eqs. (6.2.16) and 6.2.17) respectively.

### 6.3 Hypersurface of Finsler space with generalized

## Matsumoto metric

In this section, we have expressed certain geometrical properties of the hypersurface of Finsler spaces and we have discussed the different kinds of hyperplanes with generalized

Matsumoto metric, $F=\frac{\alpha^{m+1}}{(\alpha-\beta)^{m}}$. We have derived the necessary and sufficient condition for the hypersurface of generalized Matsumoto metric satisfies the conditions of hyperplane of first, second and but not third kind for the above metric. We have considered an $n$-dimensional Finsler space with smooth manifold $N^{n}$ assigned with $F$ i.e., $F^{n}=\left(N^{n}, F(\alpha, \beta)\right)$, where $\alpha$-Riemannian metric and $\beta$-differential 1-form. Here

$$
\begin{equation*}
F=\frac{\alpha^{m+1}}{(\alpha-\beta)^{m}} \tag{6.3.1}
\end{equation*}
$$

Now, differentiate Eq. (6.3.1) partially with respect to $\alpha$ and $\beta$, we get,

$$
\begin{align*}
& F_{\alpha}=\frac{\alpha^{m}(\alpha-m \beta-\beta)}{(\alpha-\beta)^{m+1}}, \quad F_{\beta}=\frac{m \alpha^{m+1}}{(\alpha-\beta)^{m+1}}, \\
& F_{\alpha \alpha}=-2 m(m+1)\left(\frac{\alpha^{m}}{(\alpha-\beta)^{m+1}}-\frac{\alpha^{m-1}}{2(\alpha-\beta)^{m}}-\frac{\alpha^{m+1}}{2(\alpha-\beta)^{m+2}}\right), \\
& F_{\beta \beta}=m(m+1) \frac{\alpha^{m+1}}{(\alpha-\beta)^{m+2}},  \tag{6.3.2}\\
& F_{\alpha \beta}=m(m+1)\left(\frac{\alpha^{m}}{(\alpha-\beta)^{m+1}}-\frac{\alpha^{m+1}}{(\alpha-\beta)^{m+2}}\right),
\end{align*}
$$

where $F_{\alpha}=\frac{\partial F}{\partial \alpha}, \quad F_{\beta}=\frac{\partial F}{\partial \beta}, \quad F_{\alpha \alpha}=\frac{\partial F_{\alpha}}{\partial \alpha}, \quad F_{\beta \beta}=\frac{\partial F_{\beta}}{\partial \beta}, \quad F_{\alpha \beta}=\frac{\partial F_{\alpha}}{\partial \beta}$.
The normalized element with supporting element $l_{i}=\dot{\partial}_{i} F$ and angular metric tensor $h_{i j}=F^{-1} \dot{\partial}_{i} \dot{\partial}_{j} F$ are given by,

$$
\left.\begin{array}{l}
l_{i}=\alpha^{-1} F_{\alpha} Y_{i}+F_{\beta} b_{i}  \tag{6.3.3}\\
h_{i j}=P a_{i j}+Q_{0} b_{i} b_{j}+Q_{1}\left(b_{i} Y_{j}+b_{j} Y_{i}\right)+Q_{2} Y_{i} Y_{j}
\end{array}\right\}
$$

where $Y_{i}=a_{i j} \eta^{j}, \dot{\partial}_{i}=\frac{\partial}{\partial \eta^{i}}$ and

$$
\begin{equation*}
P=F F_{\alpha} \alpha^{-1}, \quad Q_{0}=F F_{\beta \beta}, \quad Q_{1}=F F_{\alpha \beta} \alpha^{-1}, \quad Q_{2}=F \alpha^{-2}\left(F_{\alpha \alpha}-F_{\alpha} \alpha^{-1}\right) \tag{6.3.4}
\end{equation*}
$$

The constant quantities of fundamental function Eq. (6.3.1) are given below by using Eq.
(6.3.4), we get

$$
\left.\begin{array}{rl}
P & =\frac{\alpha^{2 m}(m+1)}{(\alpha-\beta)^{2 m}}-\frac{m \alpha^{2 m+1}}{(\alpha-\beta)^{2 m+1}}, \\
Q_{0} & =m(m+1) \frac{\alpha^{2 m+2}}{(\alpha-\beta)^{2 m+2}}, \\
Q_{1} & =m(m+1)\left(\frac{\alpha^{2 m}}{(\alpha-\beta)^{2 m+1}}-\frac{\alpha^{2 m+1}}{(\alpha-\beta)^{2 m+2}}\right),  \tag{6.3.5}\\
Q_{2} & =\frac{m(m+1) \alpha^{2 m}}{(\alpha-\beta)^{2 m+2}}+\frac{\left(m^{2}-1\right) \alpha^{2 m-2}}{(\alpha-\beta)^{2 m}}-\frac{2 m\left(m+\frac{1}{2}\right) \alpha^{2 m-1}}{(\alpha-\beta)^{2 m+1}}
\end{array}\right\}
$$

Now the fundamental metric tensor $g_{i j}=\frac{1}{2} \dot{\partial}_{i} \dot{\partial}_{j} F^{2}$ is defined as,

$$
\begin{equation*}
g_{i j}=P a_{i j}+P_{0} b_{i} b_{j}+P_{1}\left(b_{i} Y_{j}+b_{j} Y_{i}\right)+Q_{2} Y_{i} Y_{j}, \tag{6.3.6}
\end{equation*}
$$

where,

$$
\begin{equation*}
P_{0}=Q_{0}+F_{\beta}^{2}, \quad P_{1}=Q_{1}+F^{-1} P F_{\beta}, \quad P_{2}=Q_{2}+P^{2} F^{-2} \tag{6.3.7}
\end{equation*}
$$

In addition, the reciprocal of tensor $g_{i j}$ is $g^{i j}$ given by

$$
\begin{equation*}
g^{i j}=P^{-1} a^{i j}-S_{0} b^{i} b^{j}-S_{1}\left(b^{i} \eta^{j}+b^{j} \eta^{i}\right)-S_{2} \eta^{i} \eta^{j} \tag{6.3.8}
\end{equation*}
$$

where,

$$
\left.\begin{array}{lr}
b^{i}=a^{i j} b_{j}, & S_{0}=\frac{P P_{0}+\left(P_{0} P_{2}-P_{1}^{2}\right) \alpha^{2}}{\mu P}, \\
S_{1}=\frac{P P_{1}+\left(P_{0} P_{2}-P_{1}^{2}\right) \beta}{\mu P}, & S_{2}=\frac{P P_{2}+\left(P_{0} P_{2}-P_{1}^{2}\right) b^{2}}{\mu P},  \tag{6.3.9}\\
\mu=P\left(P+P_{0} b^{2}+P_{1} \beta\right)+\left(P_{0} P_{2}-P_{1}^{2}\right)\left(\alpha^{2} b^{2}-\beta^{2}\right) .
\end{array}\right\}
$$

The Cartan tensor is given by,

$$
\begin{equation*}
2 P C_{i j k}=P_{1}\left(h_{i j} m_{k}+h_{j k} m_{i}+h_{k i} m_{j}\right)+\gamma_{1} m_{i} m_{j} m_{k} \tag{6.3.10}
\end{equation*}
$$

where,

$$
\left.\begin{array}{l}
C_{i j k}=\frac{1}{2} \dot{\partial}_{k} g_{i j}, \quad \gamma_{1}=P\left(\frac{\partial P_{0}}{\partial \beta}\right)-3 P_{1} Q_{0}  \tag{6.3.11}\\
m_{i}=b_{i}-\alpha^{-2} \beta Y_{i}
\end{array}\right\}
$$

The associated Riemannian space contains the components of Christoffel's symbol $\left\{\begin{array}{c}i \\ j k\end{array}\right\}$ and the covariant derivative $\nabla_{k}$ with respect to $x^{k}$ corresponding to this Christoffel's symbols.

We have the following components of the symmetric and skew-symmetric tensors respectively,

$$
\begin{equation*}
E_{i j}=\frac{b_{i j}+b_{j i}}{2}, \quad F_{i j}=\frac{b_{i j}-b_{j i}}{2} \tag{6.3.12}
\end{equation*}
$$

where $b_{i j}=\nabla_{j} b_{i}$.
The difference tensor $D_{j k}^{i}=\Gamma_{j k}^{* i}-\Gamma_{j k}^{i}$ of the special Finsler space $F^{n}$ is given by

$$
\left.\begin{array}{rl}
D_{j k}^{i}= & B^{i} E_{j k}+F_{k}^{i} B_{j}+F_{j}^{i} B_{k}+B_{j}^{i} b_{0 k}+B_{k}^{i} b_{0 j}-b_{0 m} g^{i m} B_{j k}-C_{j m}^{i} A_{k}^{m}-C_{k m}^{i} A_{j}^{m} \\
& +C_{j k m} A_{s}^{m} g^{i s}+\lambda^{s}\left(C_{j m}^{i} C_{s k}^{m}+C_{k m}^{i} C_{s j}^{m}-C_{j k}^{m} C_{m s}^{i}\right), \tag{6.3.13}
\end{array}\right\}
$$

where,

$$
\left.\begin{array}{l}
B_{k}=P_{0} b_{k}+P_{1} Y_{k}, B^{i}=g^{i j} B_{j}, \quad F_{i}^{k}=g^{k j} F_{j i}, \quad B_{0}=b_{i} \eta^{i}, \\
B_{i j}=\frac{\left\{P_{1}\left(a_{i j}-\alpha^{-2} Y_{i} Y_{j}\right)+\frac{\partial P_{0}}{\partial \beta} m_{i} m_{j}\right\}}{2},  \tag{6.3.14}\\
A_{k}^{m}=B_{k}^{m} E_{00}+B^{m} E_{k 0}+B_{k} F_{0}^{m}+B_{0} F_{k}^{m}, \\
B_{i}^{k}=g^{k j} B_{j i}, \quad \lambda^{m}=B^{m} E_{00}+2 B_{0} F_{0}^{m} .
\end{array}\right\}
$$

Here and also for the following, we denote 0 as contraction with $\eta^{i}$ except for the quantities $P_{0}, Q_{0}$ and $S_{0}$.

### 6.3.1 Hypersurface $F^{n-1}$ of Finsler space

Let us consider a Finsler space $F^{n}$ with the $(\alpha, \beta)$ - metric $F=\frac{\alpha^{m+1}}{(\alpha-\beta)^{m}}$, where, $\alpha=$ $\sqrt{a_{i j}(x) \eta^{i} \eta^{j}}$ is a Riemannian metric, $\beta=b_{i}(x) \eta^{i}$ is 1 -form metric and $b_{i}(x)=\frac{\partial b}{\partial x^{i}}$ is a
gradient of scalar function $b(x)$. In this section, we prove the necessary and sufficient condition of the hypersurface of a Finsler space to be a hyperplane which satisfies the $1^{\text {st }}$, $2^{\text {nd }}$ and but not the $3^{r d}$ kind. We have,

$$
\begin{equation*}
b_{i} B_{\alpha}^{i}=0, \quad b_{i} \eta^{i}=\beta=0 \tag{6.3.15}
\end{equation*}
$$

Accordingly, the induced metric $F(u, v)$ of hypersurface $F^{n-1}$ is Riemannian metric given by

$$
\begin{equation*}
F(u, v)=\sqrt{a_{\alpha \beta}(u) v^{\alpha} v^{\beta}}, \quad a_{\alpha \beta}=a_{i j} B_{\alpha}^{i} B_{\beta}^{j} . \tag{6.3.16}
\end{equation*}
$$

Thus for $F^{n-1}(c)$, from the Eqs. 6.3.5, (6.3.7) and 6.3.9), we have

$$
\begin{align*}
& P=1, \quad Q_{0}=m(m+1), \quad Q_{1}=0, \quad Q_{2}=-\frac{1}{\alpha^{2}}, \quad P_{0}=m(2 m+1), \\
& P_{1}=\frac{m}{\alpha}, \quad P_{2}=0, \quad \mu=1+\left(m^{2}+m\right) b^{2}, \quad S_{0}=\frac{m^{2}+m}{1+\left(m^{2}+m\right) b^{2}}  \tag{6.3.17}\\
& S_{1}=\frac{m}{\alpha\left(1+\left(m^{2}+m\right) b^{2}\right)}, \quad S_{2}=-\frac{m^{2} b^{2}}{\alpha^{2}\left(1+\left(m^{2}+m\right) b^{2}\right)} .
\end{align*}
$$

wherefore (6.3.8) yields,

$$
\begin{align*}
g^{i j} & =a^{i j}-\frac{\left(m^{2}+m\right)}{1+\left(m^{2}+m\right) b^{2}} b^{i} b^{j}-\frac{m}{\alpha\left(1+\left(m^{2}+m\right) b^{2}\right)}\left(b^{i} \eta^{j}+b^{j} \eta^{i}\right) \\
& +\frac{m^{2} b^{2}}{\alpha^{2}\left(1+\left(m^{2}+m\right) b^{2}\right)} \eta^{i} \eta^{j} \tag{6.3.18}
\end{align*}
$$

Operating $b_{i} b_{j}$ and using Eqs. 6.3.15 and 6.3.18 we get

$$
\begin{equation*}
g^{i j} b_{i} b_{j}=\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}} \tag{6.3.19}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{equation*}
b_{i}(x(u))=\sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} N_{i}, \quad b^{2}=a^{i j} b_{i} b_{j} \tag{6.3.20}
\end{equation*}
$$

where $b$ is the length of vector $b^{i}$. From Eqs. 6.3.18) and (6.3.20), we get

$$
\begin{equation*}
b^{i}=a^{i j} b_{j}=\sqrt{b^{2}\left(\left(m^{2}+m\right) b^{2}+1\right)} N^{i}+\frac{m b^{2}}{\alpha} \eta^{i} \tag{6.3.21}
\end{equation*}
$$

Thus we state:

Theorem 6.3.1. Let $F^{n-1}$ be a hypersurface of Finsler space $F^{n}$ with metric $F=$ $\frac{\alpha^{m+1}}{(\alpha-\beta)^{m}}$ with scalar function $b_{i}(x)=\partial_{i} b(x)$ given by 6.3.19) and 6.3.20 and a hypersurface $F^{n-1}$ of $F^{n}$. Then the induced Riemannian metric is lead by 6.3.15.

Further, $h_{i j}$ and $g_{i j}$ are identified by (6.3.3) and (6.3.6) into (6.3.17),

$$
\begin{align*}
& h_{i j}=a_{i j}+m(m+1) b_{i} b_{j}-\frac{1}{\alpha^{2}} Y_{i} Y_{j},  \tag{6.3.22}\\
& g_{i j}=a_{i j}+m(2 m+1) b_{i} b_{j}+\frac{m}{\alpha}\left(b_{i} \eta_{j}+b_{j} \eta_{i}\right), \tag{6.3.23}
\end{align*}
$$

where, $h_{i j}$ is an angular metric tensor and $g_{i j}$ is a metric tensor.
Along hypersurface $F^{n-1}(c)$ with $h_{\alpha \beta}^{(a)}$ which represents the angular metric tensor of Riemannian $a_{i j}(x)$, then $h_{\alpha \beta}=h_{\alpha \beta}^{(a)}$. Accordingly from (6.3.7), as well as $F^{n-1}(c), \frac{\partial P_{0}}{\partial \beta}=$ $2 m(m+1)(2 m+1) \frac{\alpha^{2 m+2}}{(\alpha-\beta)^{2 m+3}}$.

Therefore, (6.3.11) yields $\gamma_{1}=\frac{m(m+1)(m+2)}{\alpha}, m_{i}=b_{i}$.
Now from 6.3.10, we get

$$
\begin{equation*}
C_{i j k}=\frac{m}{2 \alpha}\left(h_{i j} b_{k}+h_{j k} b_{i}+h_{k i} b_{j}\right)+\left(\frac{m(m+1)(m+2)}{2 \alpha}\right) b_{i} b_{j} b_{k} \tag{6.3.24}
\end{equation*}
$$

Using (6.3.14) and (6.3.4) and (6.3.24), we obtain

$$
\begin{equation*}
M_{\alpha \beta}=\frac{m}{2 \alpha} \sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} h_{\alpha \beta}, \quad M_{\alpha}=0 \tag{6.3.25}
\end{equation*}
$$

Thus from Eqs. (6.3.25) and (1.4.12) thereby $H_{\alpha \beta}=H_{\beta \alpha}$.
Thus, we state

Theorem 6.3.2. The second fundamental $v$-tensor of the hypersurface of a Finsler space with the metric $F=\frac{\alpha^{m+1}}{(\alpha-\beta)^{m}}$ vanishes, and the second fundamental $h$-tensor is symmetric.

Proof. Subsequently, from Eq. 6.3.15 we get

$$
\begin{equation*}
b_{i \mid \beta} B_{\alpha}^{i}+b_{i} B_{\alpha \mid \beta}^{i}=0 . \tag{6.3.26}
\end{equation*}
$$

Therefore from Eqs. 1.4.15) and (1.4.16), we get

$$
\begin{equation*}
b_{i \mid j} B_{\alpha}^{i} B_{\beta}^{j}+b_{i \mid j} B_{\alpha}^{i} N^{j} H_{\beta}+b_{i} H_{\alpha \beta} N^{i}=0 \tag{6.3.27}
\end{equation*}
$$

Along $b_{\left.i\right|_{j}}=-b_{s} C_{i j}^{s}$, becomes $b_{i \mid j} B_{\alpha}^{i} N^{j}=-\sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} M_{\alpha}=0$. Including $b_{i \mid j}$ is symmetric, from Eq. 6.3.27) we obtain

$$
\begin{equation*}
\sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} H_{\alpha \beta}+b_{i \mid j} B_{\alpha}^{i} B_{\beta}^{j}=0 \tag{6.3.28}
\end{equation*}
$$

Now, contracting the Eq. 6.3.28 with $v^{\beta}$ and again that with $v^{\alpha}$, yields

$$
\begin{align*}
& \sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} H_{\alpha}+b_{i \mid j} B_{\alpha}^{i} \eta^{j}=0  \tag{6.3.29}\\
& \sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} H_{0}+b_{i \mid j} \eta^{i} \eta^{j}=0 \tag{6.3.30}
\end{align*}
$$

In the context of lemma 1.4.1), the hypersurface $F^{n-1}(c)$ is a hyperplane of the first kind if and only if $H_{0}=0$ and also on the other hand $b_{i \mid j} \eta^{i} \eta^{j}=0$. The covariant derivative $b_{i \mid j}$ depends on $\eta^{i}$.

Thus Eq. 6.3.12 becomes $E_{i j}=b_{i j}, F_{i j}=0$ and $F_{j}^{i}=0$.
Hence Eq. 6.3.13 reduces to

$$
\left.\begin{array}{rl}
D_{j k}^{i}= & B^{i} b_{j k}+B_{j}^{i} b_{0 k}+B_{k}^{i} b_{0 j}-b_{0 m} g^{i m} B_{j k}-C_{j m}^{i} A_{k}^{m}-C_{k m}^{i} A_{j}^{m}+C_{j k m} A_{s}^{m} g^{i s}  \tag{6.3.31}\\
& +\lambda^{s}\left(C_{j m}^{i} C_{s k}^{m}+C_{k m}^{i} C_{s j}^{m}-C_{j k}^{m} C_{m s}^{i}\right) .
\end{array}\right\}
$$

In the context of Eqs. 6.3.17) and 6.3.18, the relations in Eq. 6.3.14 consists of

$$
\left.\begin{array}{rl}
B_{i}= & m(2 m+1) b_{i}+\frac{m}{\alpha} Y_{i}, \quad B^{i}=\frac{m^{2}+m}{1+\left(m^{2}+m\right) b^{2}} b^{i}+\frac{m}{\alpha\left(1+\left(m^{2}+m\right) b^{2}\right)} \eta^{i}, \\
B_{i j}= & \frac{m}{2 \alpha} a_{i j}-\frac{m}{2 \alpha^{3}} Y_{i} Y_{j}+\frac{m(m+1)(2 m+1)}{\alpha} b_{i} b_{j}, \\
B_{j}^{i}= & g^{i k} B_{k j}=\frac{m}{2 \alpha}\left(\delta_{j}^{i}-\alpha^{-2} \eta^{i} Y_{j}\right)+\frac{m(m+1)(3 m+2)}{2 \alpha\left(1+\left(m^{2}+m\right) b^{2}\right)} b^{i} b_{j} \\
& -\frac{m^{2}+2 m^{2}(m+1)(2 m+1) b^{2}}{2 \alpha^{2}\left(1+\left(m^{2}+m\right) b^{2}\right)} \eta^{i} b_{j}, \\
A_{k}^{m}= & B_{k}^{m} b_{00}+B^{m} b_{k 0}, \quad \lambda^{m}=B^{m} b_{00} . \tag{6.3.32}
\end{array}\right\}
$$

and

$$
\left.\begin{array}{l}
D_{j 0}^{i}=B^{i} b_{j 0}+B_{j}^{i} b_{00}-B^{m} C_{j m}^{i} b_{00} \\
D_{00}^{i}=B^{i} b_{00}=\left(\frac{m^{2}+m}{1+\left(m^{2}+m\right) b^{2}} b^{i}+\frac{m}{\alpha\left(1+\left(m^{2}+m\right) b^{2}\right)} \eta^{i}\right) b_{00} \tag{6.3.33}
\end{array}\right\}
$$

By the relation 6.3.15, we obtain

$$
\begin{align*}
& b_{i} D_{j 0}^{i}=\frac{\left(m^{2}+m\right) b^{2}}{1+\left(m^{2}+m\right) b^{2}} b_{j 0}+\frac{m+3 m(m+1)^{2} b^{2}}{2 \alpha\left(1+\left(m^{2}+m\right) b^{2}\right)} b_{j} b_{00}-\frac{\left(m^{2}+m\right) b^{m}}{1+\left(m^{2}+m\right) b^{2}} b_{i} C_{j m}^{i} b_{00} .  \tag{6.3.34}\\
& b_{i} D_{00}^{i}=\frac{\left(m^{2}+m\right) b^{2}}{1+\left(m^{2}+m\right) b^{2}} b_{00} . \tag{6.3.35}
\end{align*}
$$

Hence $b_{i \mid j}=b_{i j}-b_{s} D_{i j}^{s}$ with Eqs. 6.3.34 and 6.3.35 yields

$$
\begin{equation*}
b_{i \mid j} \eta^{i} \eta^{j}=\frac{1}{1+\left(m^{2}+m\right) b^{2}} b_{00} \tag{6.3.36}
\end{equation*}
$$

Subsequently Eqs. 6.3.29) and 6.3.30 are expressed as

$$
\begin{align*}
& \frac{b}{\sqrt{1+\left(m^{2}+m\right) b^{2}}} H_{\alpha}+b_{i 0} B_{\alpha}^{i}=0 .  \tag{6.3.37}\\
& \frac{b}{\sqrt{1+\left(m^{2}+m\right) b^{2}}} H_{0}+\frac{1}{1+\left(m^{2}+m\right) b^{2}} b_{00}=0 . \tag{6.3.38}
\end{align*}
$$

As consequence of that the condition $H_{0}=0$ for an induced metric which is equivalent to $b_{00}=0$, using Eq. 6.3.15 which can be written as $b_{i j} \eta^{i} \eta^{j}=\left(b_{i} \eta^{i}\right)\left(c_{j} \eta^{j}\right)$ for some $c_{j}(x)$,
therefore

$$
\begin{equation*}
b_{i j}=\frac{b_{i} c_{j}+b_{j} c_{i}}{2} \tag{6.3.39}
\end{equation*}
$$

Thus, we state

Theorem 6.3.3. The necessary and sufficient condition for a hypersurface $F^{n-1}(c)$ of a Finsler space with the generalized Matsumoto metric $F=\frac{\alpha^{m+1}}{(\alpha-\beta)^{m}}$ to be a hyperplane of first kind $b_{i j}=\frac{b_{i} c_{j}+b_{j} c_{i}}{2}$ holds.

And also $b_{00}=0, b_{i j} B_{\alpha}^{i} B_{\beta}^{j}=0, b_{i j} B_{\alpha}^{i} \eta^{j}=0$. Here Eq. 6.3.38) gives $H_{\alpha}=0$, and from Eqs. 6.3.32 and (6.3.39 we obtain

$$
b_{i 0} b^{i}=\frac{c_{0} b^{2}}{2}, \lambda^{m}=0, A_{j}^{i} B_{\beta}^{j}=0 \text { and } B_{i j} B_{\alpha}^{i} B_{\beta}^{j}=0 .
$$

With the help of Eqs. (1.4.14), (6.3.18), (6.3.21), (6.3.25) and (6.3.31), we get

$$
b_{s} D_{i j}^{s} B_{\alpha}^{i} B_{\beta}^{j}=-\frac{c_{0} b^{2} m}{4 \alpha\left(1+\left(m^{2}+m\right) b^{2}\right)} h_{\alpha \beta}
$$

henceforth, Eq. 6.3.28 reduces to

$$
\begin{equation*}
\frac{b}{\sqrt{1+\left(m^{2}+m\right) b^{2}}} H_{\alpha \beta}+\frac{c_{0} b^{2} m}{4 \alpha\left(1+\left(m^{2}+m\right) b^{2}\right)} h_{\alpha \beta}=0 . \tag{6.3.40}
\end{equation*}
$$

From eqs. $1.4 .13,(6.3 .24),(6.3 .32)$ and 6.3 .30 and the theorem 6.3.2. Hence the result.

Theorem 6.3.4. The necessary and sufficient condition for the hypersurface $F^{n-1}(c)$ of Finslerian space equipped with metric $F=\frac{\alpha^{m+1}}{(\alpha-\beta)^{m}}$, to be hyperplane of the $1^{\text {st }}$ kind is 6.3.39 and in this case the $2^{\text {nd }}$ fundamental $h$-tensor of hypersurface $F^{n-1}(c)$, is proportional to its angular metric tensor.

By lemma 1.4.2, the hypersurface $F^{n-1}(c)$ is a hyperplane of the $2^{\text {nd }}$ kind if and only if $H_{\alpha \beta}=0$. Thus from 6.3.40 wet $c_{0}=c_{i}(x) y^{i}=0$. Therefore $\exists e(x) \ni c_{i}(x)=e(x) b_{i}(x)$.

Hence eq. 6.3.39) gives

$$
\begin{equation*}
b_{i j}=e b_{i} b_{j} . \tag{6.3.41}
\end{equation*}
$$

Theorem 6.3.5. The necessary and sufficient condition for the hypersurface $F^{n-1}(c)$ of Finslerian space equipped with metric $F=\frac{\alpha^{m+1}}{(\alpha-\beta)^{m}}$, to be hyperplane of the $2^{\text {nd }}$ kind is (6.3.41).

In view of Eq. 6.3.25) and lemma 1.4.3, we have

Theorem 6.3.6. The hypersurface $F^{n-1}(c)$ of Finslerian space equipped with metric $F=$ $\frac{\alpha^{m+1}}{(\alpha-\beta)^{m}}$ is not hyperplane of the $3^{\text {rd }}$ kind.

### 6.4 Projectively flat Finsler space with special $(\alpha, \beta)$ -

## metric

$F$ is a positively homogeneous function of a Riemannian metric $\alpha=\sqrt{a_{i j}(x) \eta^{i} \eta^{j}}$ and a differential 1-form $\beta=b_{i} \eta^{i}$ of degree one. The interesting examples of $(\alpha, \beta)$-metric are the Randers metric and Kropina metric.

The condition for a Randers space to be projectively flat was given by HashiguchiIchijyo [29] and Matsumoto [49]. The projective flatness of Kropina space was investigated by Matsumoto and Matsumoto space was studied by Aikou-Hashiguchi-Yamauchi [1]. The condition for a Finsler space with a generalized Randers metric $F$ satisfying $F^{2}=$ $c_{1} \alpha^{2}+2 c_{2} \alpha \beta+c_{3} \beta^{2}$, where $c_{i}$ 's are constants, to be projectively flat was given by Park and Choi [59]. Recently, the projective flatness of Finsler spaces with some special metrics have been studied by G. Shanker and R. Yadav [70]. A locally Minkowski space with
$(\alpha, \beta)$-metric is called flat-parallel [3] if $\alpha$ is locally flat and $\beta$ is parallel with respect to $\alpha$.

In this section, we have considered the projective flatness of Finsler spaces with a special $(\alpha, \beta)$-metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$.

In a Finsler space $F^{n}=\left(N^{n}, F\right)$ with an $(\alpha, \beta)$-metric, let $\gamma_{j k}^{i}(x)$ be Christoffel symbols constructed from $a_{i j}$, the Riemannian metric. We denote ';' by the covariant differentiation with respect to $\gamma_{j k}^{i}(x)$. In a Finsler space $F^{n}$ with $(\alpha, \beta)$-metric, we define

$$
\begin{equation*}
\gamma_{j h k}=a_{h r} \gamma_{j k}^{r}, \quad b^{2}=a^{r s} b_{r} b_{s} \tag{6.4.1}
\end{equation*}
$$

We shall denote the homogeneous polynomials in $\left(\eta^{i}\right)$ of degree $r$ by $h p(r)$ for brevity. Now the following Matsumoto's theorem [49] is well-known.

Theorem 6.4.1. A Finsler space $F^{n}$ with an $(\alpha, \beta)$-metric is projectively flat if and only if the space is covered by coordinate neighbourhoods on which $\gamma_{j k}^{i}$ satisfies

$$
\begin{equation*}
\frac{1}{2}\left(\gamma_{00}^{i}-\frac{\gamma_{000} \eta^{i}}{\alpha^{2}}\right)+\left(\frac{\alpha F_{\beta}}{F_{\alpha}}\right) s_{0}^{i}+\left(\frac{F_{\alpha \alpha}}{F_{\alpha}}\right)\left(C+\frac{\alpha r_{00}}{2 \beta}\right)\left(\frac{\alpha^{2} b^{i}}{\beta}-\eta^{i}\right)=0 \tag{6.4.2}
\end{equation*}
$$

where the subscript 0 means a contraction by $\eta^{i}$, and $C$ is given by

$$
\begin{equation*}
C+\left(\frac{\alpha^{2} F_{\beta}}{\beta F_{\alpha}}\right) s_{0}+\left(\frac{\alpha F_{\alpha \alpha}}{\beta^{2} F_{\alpha}}\right)\left(\alpha^{2} b^{2}-\beta^{2}\right)\left(C+\frac{\alpha r_{00}}{2 \beta}\right)=0 . \tag{6.4.3}
\end{equation*}
$$

By the homogeneity of $F$, we know $\alpha^{2} F_{\alpha \alpha}=\beta^{2} F_{\beta \beta}$, so the formula 6.4.3 can be rewritten in the following form:

$$
\begin{align*}
& \quad\left\{1+\left(\frac{F_{\beta \beta}}{\alpha F_{\alpha}}\right)\left(\alpha^{2} b^{2}-\beta^{2}\right)\right\}\left(C+\frac{\alpha r_{00}}{2 \beta}\right)=\left(\frac{\alpha}{2 \beta}\right)\left\{r_{00}-\left(\frac{2 \alpha F_{\beta}}{F_{\alpha}}\right) s_{0}\right\}  \tag{6.4.4}\\
& \text { If } 1+\left(\frac{F_{\beta \beta}}{\alpha F_{\alpha}}\right)\left(\alpha^{2} b^{2}-\beta^{2}\right) \neq 0 \text {, then we can eliminate }\left(C+\frac{\alpha r_{00}}{2 \beta}\right) \text { in Eq. 6.4.2) and }
\end{align*}
$$

it is written as the form:

$$
\begin{align*}
& \left\{1+\frac{F_{\beta \beta}\left(\alpha^{2} b^{2}-\beta^{2}\right)}{\alpha F_{\alpha}}\right\}\left\{\frac{1}{2}\left(\gamma_{00}^{i}-\frac{\gamma_{000} \eta^{i}}{\alpha^{2}}\right)+\left(\frac{\alpha F_{\beta}}{F_{\alpha}}\right) s_{0}^{i}\right\}+\left(\frac{F_{\alpha \alpha}}{F_{\alpha}}\right)\left(\frac{\alpha}{2 \beta}\right) \\
& \times\left\{r_{00}-\left(\frac{2 \alpha F_{\beta}}{F_{\alpha}}\right) s_{0}\right\}\left(\frac{\alpha^{2} b^{i}}{\beta}-\eta^{i}\right)=0 . \tag{6.4.5}
\end{align*}
$$

Thus, we have
Theorem 6.4.2. If $1+\left(\frac{F_{\beta \beta}}{\alpha F_{\alpha}}\right)\left(\alpha^{2} b^{2}-\beta^{2}\right) \neq 0$, then a Finsler space $F^{n}$ with an $(\alpha, \beta)$-metric is projectively flat if and only if 6.4.5) is satisfied.

It is known [4] that if $\alpha^{2}$ contains $\beta$ as a factor, then the dimension is equal to two, and $b^{2}=0$. Throughout this paper, we assume that the dimension is more than two and $b^{2} \neq 0$, that is, $\alpha^{2} \not \equiv 0(\bmod \beta)$.

### 6.4.1 Projectively flat space

Let $F^{n}$ be a Finsler space with an $(\alpha, \beta)$-metric given by

$$
\begin{equation*}
F=\alpha+\sqrt{\alpha^{2}+\beta^{2}} . \tag{6.4.6}
\end{equation*}
$$

It is known that [50] a Finsler space with $(\alpha, \beta)$-metric Eq.(6.4.6) is flat-parallel if it is locally Minkowski.

In this section, we find the condition for a Finsler space $F^{n}$ with Eq. 6.4.6 to be projectively flat.

The partial derivatives with respect to $\alpha$ and $\beta$ of a metric Eq. (6.4.6) are given by

$$
\begin{array}{ll}
F_{\alpha}=\frac{\alpha+\sqrt{\alpha^{2}+\beta^{2}}}{\sqrt{\alpha^{2}+\beta^{2}}}, & F_{\beta}=\frac{\beta}{\sqrt{\alpha^{2}+\beta^{2}}} \\
F_{\alpha \alpha}=\frac{\beta^{2}}{\left(\alpha^{2}+\beta^{2}\right)^{\frac{3}{2}}}, & F_{\beta \beta}=\frac{\alpha^{2}}{\left(\alpha^{2}+\beta^{2}\right)^{\frac{3}{2}}} \tag{6.4.7}
\end{array}
$$

If $1+\left(\frac{F_{\beta \beta}}{\alpha F_{\alpha}}\right)\left(\alpha^{2} b^{2}-\beta^{2}\right)=0$, then we have $\beta^{4}-3 \alpha^{2} \beta^{2}+2 b^{2} \alpha^{3} \beta+6 b^{2} \alpha^{4}=0$, which leads a contradiction. Thus the theorem 6.4.2 can be applied.

Substituting Eq. (6.4.7) into Eq. 6.4.5), we get

$$
\begin{align*}
& \left(\alpha^{3} b^{2}+\alpha^{3}+\alpha^{2} \sqrt{\alpha^{2}+\beta^{2}}+\beta^{2} \sqrt{\alpha^{2}+\beta^{2}}\right)\left(2 \alpha^{3} \beta s_{0}^{i}+\gamma_{00}^{i} \alpha^{2} \sqrt{\alpha^{2}+\beta^{2}}+\right. \\
& \left.\gamma_{00}^{i} \alpha^{3}-\gamma_{000} \eta^{i} \sqrt{\alpha^{2}+\beta^{2}}-\gamma_{000} \eta^{i} \alpha\right)+\alpha^{3}\left(-2 \alpha \beta s_{0}+r_{00} \sqrt{\alpha^{2}+\beta^{2}}+r_{00} \alpha\right) \\
& \left(\alpha^{2} b^{i}-\eta^{i} \beta\right)=0 . \tag{6.4.8}
\end{align*}
$$

Then the above Eq. 6.4.8 can be rewritten as a polynomial in $\alpha$ as follows:

$$
p_{6} \alpha^{6}+p_{4} \alpha^{4}+p_{2} \alpha^{2}+p_{0}+\alpha\left(p_{5} \alpha^{4}+p_{3} \alpha^{2}+p_{1}\right) \sqrt{\alpha^{2}+\beta^{2}}=0
$$

where,

$$
\begin{aligned}
& p_{6}=\left(2 b^{2} s_{0}^{i}-2 b^{i} s_{0}+2 s_{0}^{i}\right) \beta+b^{2} \gamma_{00}^{i}+r_{00} b^{i}+2 \gamma_{00}^{i}, \\
& p_{5}=\left(b^{2} \gamma_{000}+2 \beta s_{0}^{i}+r_{00} b^{i}+2 \gamma_{00}^{i}\right), \\
& p_{4}=\left(2 s_{0} \eta^{i}+2 \gamma_{00}^{i}\right) \beta^{2}-r_{00} \beta \eta^{i}-\gamma_{000}\left(b^{2}+2\right) \eta^{i}, \\
& p_{3}=2 s_{0}^{i} \beta^{3}+\gamma_{00}^{i} \beta^{2}-\beta r_{00} \eta^{i}-\left(b^{2}+2\right) \gamma_{000} \eta^{i}, \\
& p_{2}=\gamma_{00}^{i} \beta^{4}-2 \gamma_{000} \beta^{2} \eta^{i}, \quad p_{1}=-\gamma_{000} \beta^{2} \eta^{i}, \quad p_{0}=-\gamma_{000} \beta^{4} \eta^{i} .
\end{aligned}
$$

Since $p_{6} \alpha^{6}+p_{4} \alpha^{4}+p_{2} \alpha^{2}+p_{0}$ and $p_{5} \alpha^{4}+p_{3} \alpha^{2}+p_{1}$ are rational and $\alpha$ is irrational in $\eta^{i}$, thus we have

$$
\begin{align*}
& p_{6} \alpha^{6}+p_{4} \alpha^{4}+p_{2} \alpha^{2}+p_{0}=0  \tag{6.4.9}\\
& p_{5} \alpha^{4}+p_{3} \alpha^{2}+p_{1}=0 \tag{6.4.10}
\end{align*}
$$

We observe in Eq. 6.4.10 that the term $-\gamma_{000} \beta^{2} \eta^{i}$ must have a factor $\alpha^{2}$. Hence, we have 1-form $\mu_{0}=\mu_{i}(x) \eta^{i}$ such that

$$
\begin{equation*}
\gamma_{000}=\mu_{0} \alpha^{2} \tag{6.4.11}
\end{equation*}
$$

Now, considering Eq. 6.4.10 and using Eq. 6.4.11, we have

$$
2 s_{0}^{i} \beta^{2}+\gamma_{00}^{i} \beta-r_{00} \eta^{i}-\mu_{0} \beta \eta^{i}=-v_{0}^{i} \alpha^{2}, \quad v_{0}^{i}=v_{j}^{i} \eta^{j} .
$$

Transvecting above term by $\eta_{i}$,

$$
\left(\gamma_{00}^{i} \eta_{i}-\mu_{0} \eta^{i} \eta_{i}\right) \beta-r_{00} \eta^{i} \eta_{i}=-v_{0}^{i} \alpha^{2} \eta_{i},
$$

which implies

$$
\left(\gamma_{000}-\mu_{0} \alpha^{2}\right) \beta-r_{00} \alpha^{2}=-v_{0}^{i} \alpha^{2} \eta_{i}
$$

we get

$$
\begin{equation*}
r_{00}=v_{0}^{i} \eta_{i} . \tag{6.4.12}
\end{equation*}
$$

We have

$$
\left(b^{2} \gamma_{00}^{i}+2 \beta s_{0}^{i}+r_{00} b^{i}+2 \gamma_{00}^{i}\right) \alpha^{2}-\left(b^{2}+2\right) \mu_{0} \alpha^{2} \eta^{i}-v_{0}^{i} \alpha^{2} \beta=0,
$$

then we get,

$$
\begin{equation*}
s_{0}^{i}-\frac{1}{2} v_{0}^{i}=0 . \tag{6.4.13}
\end{equation*}
$$

Now, using (6.4.11 in 6.4.9), we obtain

$$
\begin{aligned}
& \left(\left(2 b^{2} s_{0}^{i}-2 b^{i} s_{0}+2 s_{0}^{i}\right) \beta+b^{2} \gamma_{00}^{i}+r_{00} b^{i}+2 \gamma_{00}^{i}\right) \alpha^{4}+\left(\left(2 s_{0} \eta^{i}+2 \gamma_{00}^{i}\right) \beta^{2}\right. \\
& \left.-r_{00} \beta \eta^{i}-\mu_{0} \alpha^{2}\left(b^{2}+2\right) \eta^{i}\right) \alpha^{2}+\gamma_{00}^{i} \beta^{4}-2 \mu_{0} \alpha^{2} \beta^{2} \eta^{i}-\mu_{0} \beta^{4} \eta^{i}=0 .
\end{aligned}
$$

Thus, the term $\left(\gamma_{00}^{i}-\mu_{0} \eta^{i}\right)$ must contain $\alpha^{2}$.
Hence, we have $\mu^{i}=\mu^{i}(x)$ satisfying

$$
\begin{equation*}
\gamma_{00}^{i}-\mu_{0} \eta^{i}=\mu^{i} \alpha^{2} . \tag{6.4.14}
\end{equation*}
$$

Transvecting (6.4.14) by $\eta_{i}$, and from (6.4.11), we have, $\mu_{i} \eta^{i}=0$, which implies $\mu^{i}=0$. Thus, we have

$$
\begin{equation*}
\gamma_{00}^{i}=\mu_{0} \eta^{i} \tag{6.4.15}
\end{equation*}
$$

that is,

$$
\begin{equation*}
2 \gamma_{j k}^{i}=\mu_{k} \delta_{j}^{i}+\mu_{j} \delta_{k}^{i}, \tag{6.4.16}
\end{equation*}
$$

which shows that the associated Riemannian space is projectively flat.
Next, substituting (6.4.11) and 6.4.15 into (6.4.9), we get

$$
\begin{align*}
& \left(\left(2 b^{2} s_{0}^{i}-2 b^{i} s_{0}+2 s_{0}^{i}\right) \beta+b^{2} \gamma_{00}^{i}+r_{00} b^{i}+2 \gamma_{00}^{i}\right) \alpha^{2}+\left(2 s_{0} \eta^{i}+2 \gamma_{00}^{i}\right) \beta^{2}-r_{00} \beta \eta^{i} \\
& -\mu_{0} \alpha^{2}\left(b^{2}+2\right) \eta^{i}+\mu_{0} \beta^{4} \eta^{i}-2 \mu_{0} \alpha^{2} \beta^{2} \eta^{i}-\mu_{0} \beta^{4} \eta^{i}=0 \tag{6.4.17}
\end{align*}
$$

Transvecting 6.4.17 by $b_{i}$, we obtain

$$
\begin{align*}
2 s_{0}\left(\beta^{3}-\alpha^{2} \beta\right) & =r_{00}\left(\beta^{2}-\alpha^{2} b^{2}\right) .  \tag{6.4.18}\\
\Rightarrow\left(b^{2} r_{00}-2 s_{0} \beta\right) \alpha^{2} & =\left(r_{00}-2 s_{0} \beta\right) \beta^{2} .
\end{align*}
$$

Therefore, there exists a function $k=k(x)$, such that

$$
\begin{equation*}
r_{00}-2 s_{0} \beta=k \alpha^{2}, \quad b^{2} r_{00}-2 s_{0} \beta=k \beta^{2} \tag{6.4.19}
\end{equation*}
$$

eliminating $r_{00}$ from (6.4.19), we have
that is, $\quad\left(b^{2}-1\right)\left(s_{i} b_{j}+s_{j} b_{i}\right)=k\left(b_{i} b_{j}-b^{2} a_{i j}\right)$.

Transvecting (6.4.21) by $a_{i j}$, we have $(1-n) b^{2} k=0$, which implies $k=0$.
Assume that $b^{2} \neq 1$, then from 6.4.20,,$s_{0}=0$ and from (6.4.19) we obtain

$$
r_{00}=0, \quad \text { i.e., } r_{i j}=0
$$

On the other hand, from $s_{i}=0$ and (6.4.11) we have $s_{i j}=0$. So, we get $b_{i ; j}=0$.
Conversely, it is easy to see that 6.4.8 is a consequence of 6.4.15 and $b_{i ; j}=0$. Thus, we have

Theorem 6.4.3. A Finsler space $F^{n}(n>2)$ with an $(\alpha, \beta)$-metric (6.4.6) provided $b^{2} \neq 1$ is projectively flat if and only if the associated Riemannian space $\left(N^{n}, \alpha\right)$ is projectively flat and $b_{i ; j}=0$.

### 6.5 Conclusion

We have the following results:

- For the deformed Finsler metric $F=(\alpha+\beta)\left(\frac{\alpha^{2}}{\alpha-\beta}\right)$, we have obtained Finsler invariants $\rho, \rho_{0}, \rho_{-1}, \rho_{-2}$ which satisfies the condition, $\rho_{-1} \beta+\rho_{-2} \alpha^{2}=0$. Then we have constructed a nonholonomic Finsler frames, which is given by,

$$
V_{j}^{i}=X_{k}^{i} Y_{j}^{k},
$$

where $X_{k}^{i}$ and $Y_{j}^{k}$ are given by Eqs. (6.2.13) and (6.2.14 respectively.

- For the deformed Finsler metric $F=(\alpha+\beta)\left(\alpha+\beta+\frac{\beta^{2}}{\alpha}\right)$, we have obtained Finsler invariants $\rho, \rho_{0}, \rho_{-1}, \rho_{-2}$ which satisfies the condition, $\rho_{-1} \beta+\rho_{-2} \alpha^{2}=0$. Then we have constructed a nonholonomic Finsler frames, which are given by,

$$
V_{j}^{i}=X_{k}^{i} Y_{j}^{k},
$$

where $X_{k}^{i}$ and $Y_{j}^{k}$ are given by Eqs. (6.2.16) and 6.2.17) respectively.

- By considering the hypersurface of a Finsler space with generalized Matsumoto metric, we have obtained the following results:
(a) The induced metric structure of the generalized Matsumoto metric on the hypersurface $F^{n-1}$ and obtained the scalar function $b(x)$ given by $b_{i}(x(u))=$
$\sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} N_{i}$ and $b^{i}=\sqrt{b^{2}\left(\left(m^{2}+m\right) b^{2}+1\right)} N^{i}+\frac{m b^{2}}{\alpha} \eta^{i}$, where $N_{i}$ is a unit normal vector.
(b) For the generalized Matsumoto metric on the Finsler hypersurface $F^{n-1}$ the second fundamental tensor is given $M_{\alpha \beta}=\frac{m}{2 \alpha} \sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} h_{\alpha \beta}, \quad M_{\alpha}=0$.
(c) Further, using Matsumoto's results, we have discussed the properties of hypersurface $F^{n-1}(c)$ that it is a hyperplane of a first and second kind but not of third kind.
- A Finsler space $F^{n}$ with an $(\alpha, \beta)$-metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ provided $b^{2} \neq 1$ is projectively flat if and only if the associated Riemannian space ( $N^{n}, \alpha$ ) is projectively flat and $b_{i, j}=0$.
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#### Abstract

The computation of flag curvature of Finsler metrics is very difficult, therefore it is important to find an explicit formula for the flag curvature. In this paper, we have studied the existence of homogeneous geodesics for a naturally reductive homogeneous Finsler space $M$ with metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$. We have discussed the necessary and sufficient condition for $(M, F)$ to be naturally reductive. Further, by using Puttmann's formula we give the formula for flag curvature of naturally reductive homogeneous Finsler space with $(\alpha, \beta)$-metric.


## 1 Introduction and Definitions

Flag curvature is considered a generalization of sectional curvature from Riemannian manifolds in Finsler geometry. Flag curvature was first introduced by Berwald (1926). It has an important role in characterizing Finsler spaces. The notion of naturally reductive Riemannian metrics was first introduced by Kobayashi and Nomizu [7]. It is well-known that the geodesics of a naturally reductive homogeneous space are the orbits of one-parameter subgroups of isometries [1]. In the field of mechanics homogeneous geodesics has important applications.

In 1979, the naturally reductive metrics and Einstien metrics on compact Lie groups were studied by D. Atri and Ziller [3]. H. R. Salimi Moghaddam gives the formula for flag curvature of invariant metrics of form $F=\frac{(\alpha+\beta)^{2}}{\alpha}$ such that $\alpha$ is induced by an invariant Riemannian metric $g$ on the homogeneous space and the Chern connection of $F$ coincides with the Levi-Civita connection of $g$ [14]. In recent years, many authors have given the formula for flag curvature of a naturally reductive homogeneous Finsler space with $(\alpha, \beta)$-metrics $[3,11,10,12]$, and also discussed the naturally reductiveness of homogeneous Finsler space. We studied the existence of homogeneous geodesics for the homogeneous Finsler space with metric, $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$. In this paper, first, we revive some basic concepts related to the homogeneous Finsler space. Next, we deduce the formula for flag curvature of Finsler space $(M, F)$ with metric $F$ and studied the condition for naturally reductiveness of homogeneous space $(M, F)$. Further, we discussed the existence of homogeneous geodesics for the space $(M, F)$. In the last part, we have obtained the formula for flag curvature of naturally reductive homogeneous Finsler space $(M, F)$.

Definition 1.1. A connected Finsler space $(M, F)$ is called a homogeneous Finsler space if $I(M, F)$, the group of isometries of $(M, F)$, acts transitively on $M$.

The connected homogeneous Finsler space $M$ can be written in the form of $M=G / H$, where $G$ and $H$ are the Lie group of isometries of $M$ and isotropy subgroup of $G$ a point in $M$ respectively. Here homogeneous Finsler space is reductive decomposition if there exists an $A d(H)$ - invariant decomposition $\mathfrak{g}=\mathfrak{m} \oplus \mathfrak{h}$, here $\mathfrak{h}$ and $\mathfrak{g}$ represents the Lie algebras of $H$ and $G$, respectively and $\mathfrak{m}$ be the subspace of $\mathfrak{g}$ [9].

Definition 1.2. Let $G$ be a Lie group and $M$ a smooth manifold. If $G$ has a smooth action on $M$, then $G$ is called a Lie transformation group of $M$.

Definition 1.3. [7] A homogeneous space $G / H$ of a connected Lie group $G$ is called reductive if the following conditions are satisfied:
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#### Abstract

In this article, we have focused on the study of S-curvature of Randers-Matsumoto metric on a homogeneous Finsler space. We have deduced the condition for an isometry of Finsler homogeneous space with Randers-Matsumoto metric to be an isometry of Riemannian homogeneous space and proved that the group of isometries of Finsler space are closed subgroups of that of Riemannian space. We have examined the existence of invariant vector field. Further, we have derived the formula for S-curvature on the reductive homogeneous space, discussed the condition for isotropic S-curvature and derived the S-curvature of the Randers-Matsumoto metric for the homogenous space by using S-curvature formula.
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#### Abstract

In the present paper, we determine the nonholonomic Frames for Finsler space with special $(\alpha, \beta)$-metrics of type $L(\alpha, \beta)=(\alpha+\beta)\left(\frac{\alpha^{2}}{\alpha-\beta}\right)$ and $L(\alpha, \beta)=(\alpha+\beta)\left(\alpha+\beta+\frac{\beta^{2}}{\alpha}\right)$ and also we observed the nonholonomic frames expesses as a Guage Transformation of Finsler metric.


Keywords: $(\alpha, \beta)$-metrics, Nonholonomic frames, Guage transformations, Beil metric, Finsler space.

## 1. Introduction

The concept of theory of gauge transformation has been established in the context of Finsler space by G. S. Asanov and his co-researchers (1985-1989) [1], here interesting thing is that the theory of guage transformation the Finsler tangent vectors are considered as independent variables are attached to points in space-time. The homogeneous transformations of the tangent space are called guage transformations. In 1982, P. R. Holland worked on a unified (formalism) field theory that uses a nonholonomic Finsler frame on space-time is a sort of plastic deformation by considering the motion of charged particles in an electromagnetic field[2,3,4]. Nonholonomic frames have studied by so many physicists and geometricians about the motion of charged particles in electromagnetic field theory. In 1951, Y. Katsurada [7] introduced the theory of nonholonomic system in Finsler geometry. In 1995, R. G. Beil [5,6] have worked on a guage transformation considered as a
nonholonomic frame on the tangent bundle of a four-dimensional base manifold. This introduces that there is unified approach to gravitation and guage symmetries. I. Bucataru[2], in his research he discussed about the how Beil metric is used in deformation of Riemannian metric and also in nonholonomic frame. For finding the nonholonomic frame he consider the most general case of Beil's metric. In this case, the Generalized Lagrange metric (in short, GLmetric) is known as Beil metric. In this article, evaluated the nonholonomic finslerian deformation with the some distinct special $(\alpha, \beta)$-metrics are as follows:

1. $L(\alpha, \beta)=(\alpha+\beta)\left(\frac{\alpha^{2}}{\alpha-\beta}\right)$, i.e., product of Randers metric and Matsumoto metric.
2. $L(\alpha, \beta)=(\alpha+\beta)\left(\alpha+\beta+\frac{\beta^{2}}{\alpha}\right)$, i.e., product of Randers metric and first approximate Matsumoto metric.
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#### Abstract

In this paper, we study some geometrical properties of a Finsler space with the generalized Matsumoto metric $L=\frac{\alpha^{m+1}}{(\alpha-\beta)^{m}}$. Further, we prove the necessary and sufficient condition for Finsler Hypersurface satisfies the condition of hyperplanes of first, second kinds and but not the hyperplane of the third kind with respect to the above metric.


Keywords: Finsler space, Generalized Matsumoto metric, Hyperplanes, Induced Cartan's connection, ( $\boldsymbol{\alpha}, \boldsymbol{\beta}$ )metric.

## 1. Introduction

In 1992,[1] the notion of Finsler spaces with an ( $\alpha, \beta$ )-metric was first proposed by M. Matsumoto named as function of $L(\alpha, \beta)$. After the Matsumoto's accomplishment in the development of Finsler geometry there are lot of contributions were given by several authors they have studied a special form of ( $\alpha, \beta$ )-metrics like Rander's metric, Kropina metric, generalized Kropina metric, Shen's square metric etc. The systematic theory of the hypersurface of a Finsler space was built by Matsumoto in 1985, along with this he explained the hyperplane of the first kind, second kind and third kind are the classification of hypersurfaces. Further, many researchers were considered these three kinds of hyperplanes in different types of $(\alpha, \beta)$-metrics of Finsler spaces and they came with various conclusions. Recent years, in 2009, H. G. Nagaraja, S. K. Narasimhamurthy, Pradeep Kumar and S. T. Aveesh obtained some results on geometrical properties of Finslerian hypersurfaces with ( $\alpha, \beta$ )-metrics [3, 4]. In 2018, K. Vineet and R. K. Gupta worked on some special ( $\alpha, \beta$ )-metric. In 2020, Brijesh kumar Tripathi introduced same aspect with deformed Berwald-infinite series metric.

In this paper, our aim is to express certain geometrical properties of hypersurface of a Finsler spaces, and we discussed the different kinds of hyperplanes with generalized Matsumoto metric, $L=\frac{\alpha^{m+1}}{(\alpha-\beta)^{m}}$. We have derived that the necessary and sufficient condition for hypersurface of generalized Matsumoto metric satisfies the conditions of hyperplane of first, second and but not third kind for above metric.
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#### Abstract

Curvature properties of homogeneous Finsler spaces with $(\alpha, \beta)$ metrics are among the most significant topics in Finsler geometry. In this article, first we will discuss Ricci curvatures in Finsler geometry. We have obtained the formula for the Ricci curvature of homogeneous Finsler space with special metric, $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$. We have discussed the conditions to have vanishing $S$ curvature for the space $(G / H, F)$.
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## 1. Introduction

M. Matsumoto introduced the concept of ( $\alpha, \beta$ )-metric in Finsler geometry in 1972 [9]. This is the generalization of Randers metric, introduced by G. Randers [11]. So many authors have worked on this concept [7, 8, 13]. In physics and biology, $(\alpha, \beta)$-metrics have several applications. For $(\alpha, \beta)$-metrics Riemannian and Ricci curvatures are given by Zhou [15]. A Finsler space $(M, F)$ whose Ricci curvature is written as $\operatorname{Ric}(x, y)=\lambda(x) F^{2}(x, y)$, where $\lambda$ smooth function on $M$, is called an Einstein metric [1]. In [4], Cheng et al. have shown that the formulae given in [15] are incorrect. Later, they have also given the corrected formulae for Ricci curvature and Riemannian curvature for ( $\alpha, \beta$ )-metrics.

Aim of this article is to compute the explicit and applicable formula for the Ricci curvature of homogeneous Finsler space with of special $(\alpha, \beta)$-metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$. This paper is described as in the following manner: In first part, we recall some basic definitions related to the Finsler space and homogeneous Finsler space. along with this we have discussed the condition for positive definiteness of Finsler metric $F$. In part 2 and part 3, we talk over the definition of Ricci curvature, theorems and calculated some quantities related to the Ricci curvature formulae. At last, we established the explicit formula for Ricci curvature of homogeneous Finsler space with special metric, $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ as well as we have shown that $(G / H, F)$ having vanishing $S$-curvature.

Definition 1.1. Let $M$ be a connected smooth manifold. If $\exists$ a continuous function $F: T M \rightarrow$ $[0, \infty)$ such that $F$ is smooth on tangent bundle $T M \backslash\{0\}$ and is restricted to the tangent space is
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## Preface

Geometry is a part of Mathematics concerned with questions of size, shape and relative position of figures and with properties of space. Initially a body of practical knowledge concerning lengths, areas and volumes in the third century B.C., geometry was put into a axiomatic form by Euclid, whose treatment is known as Euclidean Geometry. Differential geometry has a long history as a field of Mathematics. The authors Schouten and Van Dantzing in 1930, first tried to transfer the results of differential geometry of spaces with Riemannian metric with affine connection to the case of spaces with complex structure.

The theory of spaces with a generalized metric was initiated by Finsler in 1918 under the influence of geometrization of variation calculus and was developed independently by Synge, Taylor and in particular, Berwald in the middle of 1920's as a generalization of Riemannian geometry. The study of Finsler spaces has important significance in physics. The concept of homogeneity is one of the fundamental notions in geometry although its means must be specified for the concrete situations. Homogeneous Finsler spaces emphasizes the relationship between Lie group and Finsler geometry. Let $(N, F)$ be a connected Finsler space. The group of isometries of $(N, F)$, denoted by $I(N, F)$ is a Lie transformation of $N$. We say that $(N, F)$ is homogeneous Finsler space if the action of $I(N, F)$ on $N$ is transitive. A homogeneous Finsler space emphasizes the relation between Lie groups and Finsler geometry. A geodesic vector is a non-zero vector that generates a geodesic curve. The non-zero vector of a geodesic orbit in homogeneous Finsler space was first described by Dariush Latifi.

This thesis comprises of six chapters commencing with introduction as Chapter 1, which consists of concise history of Finsler geometry, homogeneous Finsler spaces and
its applications, definitions and description of significant terms involving formulae. It includes various types of curvatures such as Riemannian curvature, Flag curvature, $S$ curvature, Ricci curvature etc., and also geodesic orbit spaces, invariant Finsler metric, Projective change, Non-holonomic frames, and hypersurfaces.

Chapter 2 is devoted to study of the explicit formulae for the flag curvature of homogeneous Finsler spaces with some special $(\alpha, \beta)$-metrics. First, we discusses a brief review of literature of Flag curvature. Further, by using Puttmann's formula we give the formula for flag curvature of naturally reductive homogeneous Finsler space with $(\alpha, \beta)$ metric. Also, we have discussed the existence of homogeneous geodesics for the space $(N, F)$ and obtained the following results:

- Let a compact Lie group $G$ contains a closed subgroup $H$ with Lie algebras $\mathfrak{g}$ and $\mathfrak{h}$ of $G$ and $H$ respectively. Also an invariant Riemannian metric $\tilde{\alpha}$ on the homogeneous space $G / H$ such that $\langle v, w\rangle=\langle\langle\psi(v), w\rangle\rangle$, where $\psi: \mathfrak{g} \rightarrow \mathfrak{g}, \forall v, w \in \mathfrak{g}$ is a positive definite endomorphism. Suppose that an invariant vector field $\tilde{u}$ on homogeneous space $G / H$ is parallel with respect to Riemannian metric $\tilde{a}$ and $\tilde{u}_{H}=u$ and assume that $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ be a special $(\alpha, \beta)$-metric arising from $\tilde{\alpha}$ and $\tilde{u}$ such that its Chern connection of $F$ and the Riemannian connection of $\tilde{a}$ are coincides, and a flag $\{P, \eta\}$ in $T_{H}(G / H)$ such that $\{\zeta, \eta\}$ is an orthonormal basis of $P$ with respect to $\langle\cdot, \cdot\rangle$. Then the flag curvature of the flag $\{P, \eta\}$ is given by

$$
K(P, \eta)=\frac{\langle\zeta, R(\zeta, \eta) \eta\rangle S_{1}+\langle u, \zeta\rangle\langle u, R(\zeta, \eta) \eta\rangle S_{2}+\langle\eta, R(\zeta, \eta) \eta\rangle S_{3}}{8+4\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}+A_{1}},
$$

where

$$
\begin{aligned}
& S_{1}=2+\frac{2+\langle u, \eta\rangle^{2}}{\sqrt{1+\langle u, \eta\rangle^{2}}}, \quad S_{2}=\frac{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}+1}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}, \quad S_{3}=\frac{\langle u, \eta\rangle^{3}\langle u, \zeta\rangle}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}} \\
& S_{4}=8+8\langle u, \eta\rangle^{2}+2\langle u, \zeta\rangle^{2}\left(1+\langle u, \eta\rangle^{2}\right)+\langle u, \eta\rangle^{4}, \quad S_{5}=2\langle u, \zeta\rangle^{2}-\langle u, \eta\rangle^{2}\langle u, \zeta\rangle^{2}, \\
& A_{1}=\frac{S_{4}}{\sqrt{1+\langle u, \eta\rangle^{2}}}+\frac{2\langle u, \zeta\rangle^{2}}{1+\langle u, \eta\rangle^{2}}+\frac{S_{5}}{\left(1+\langle u, \eta\rangle^{2}\right)^{\frac{3}{2}}}-\frac{\langle u, \eta\rangle^{2}\langle u, \zeta\rangle^{2}}{\left(1+\langle u, \eta\rangle^{2}\right)^{3}}
\end{aligned}
$$

- Let a homogeneous Finsler space $(G / H, F)$ with $(\alpha, \beta)$-metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ be defined by an invariant Riemannian metric $\tilde{\alpha}$ and an invariant vector field $u$ such
that the Chern connection of $F$ coincides the Levi-Civita connection of $\tilde{\alpha}$. Then $(G / H, F)$ is naturally reductive if and only if the underlying Riemannian space $(G / H, \tilde{\alpha})$ is naturally reductive.
- Let a homogeneous Finsler space $(N, F)$ with $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ defined by the Riemannian metric $\alpha=a_{i j} d x^{i} \otimes d x^{j}$ and the vector field $u$ corresponding to 1-form $\beta$. Then the homogeneous Finsler space $(N, F)$ with the origin $p=\{H\}$ and with an $\operatorname{Ad}(H)$-invariant decomposition $\mathfrak{g}=\mathfrak{l}+\mathfrak{h}$ is naturally reductive with respect to this decomposition if and only if for any vector $u \in \mathfrak{l} \backslash\{0\}$, the curve $\gamma(t)$ is geodesic of homogeneous Finsler manifold, here $\gamma(t)$ is $\exp t u(p)$.

Chapter 3 deals with the study of the existence of invariant vector fields of homogeneous Finsler spaces with $(\alpha, \beta)$-metrics. The formula for $S$-curvature of homogeneous Finsler spaces with an $(\alpha, \beta)$-metric is obtained. Further, using it, it is shown that these homogeneous Finsler spaces have isotropic $S$-curvature if and only if they have vanishing $S$-curvature. In the last section, the formulae for mean Berwald curvature of homogeneous Finsler spaces with $(\alpha, \beta)$-metrics are obtained. We have proved the following results:

- Let $G / H$ be reductive homogeneous Finsler space with a decomposition of the Lie algebra $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$, and $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ be a $G$-invariant Randers-Matsumoto metric on $G / H$. Then the $S$-curvature is given by

$$
\begin{aligned}
S(H, \eta)= & {\left[\begin{array}{c}
6 s^{4}-(9 n+15) s^{3}+\left(6 b^{2} n+27 n+21\right) s^{2}-\left(16 b^{2} n+10 b^{2}+14 n\right. \\
+14) s+4 b^{2} n+10 b^{2}+2 n+2
\end{array}\right] } \\
& \times\left(\frac{s^{2}-2 s+2}{1-2 s}\left\langle\left[u, \eta s_{\mathrm{l}}, u\right\rangle+\frac{1}{\alpha}\left\langle[u, \eta]_{\mathrm{\imath}}, \eta\right\rangle\right),\right.
\end{aligned}
$$

where $u \in \mathfrak{l}$ corresponds to the 1 -form $\beta, \mathfrak{l}$ is verified with the tangent space $T_{H}(G / H)$ of $G / H$ at the origin $H$.

- Let $G / H$ be reductive homogeneous Finsler space with a decomposition of the Lie algebra $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$ and $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ be a $G$-invariant Randers-Matsumoto metric
on $G / H$. Then $(G / H, F)$ has isotropic $S$-curvature if and only if it has vanishing $S$-curvature.
- Let $G / H$ be a reductive homogeneous Finsler space with a decomposition of the Lie algebra $\mathfrak{g}=\mathfrak{h}+\mathfrak{l}$, and $F=\frac{\alpha^{2}}{(\alpha-\beta)}+\beta$ be a $G$-invariant special metric on $G / H$. Then the mean Berwald curvature $E_{i j}$ of the homogeneous Finsler space with special $(\alpha, \beta)$-metric is also derived.

In Chapter 4, we discuss the geodesic orbit of homogenous Finsler spaces and we have proved the necessary and sufficient conditions for a non-zero vector in these homogeneous spaces to be a geodesic vector with two different $(\alpha, \beta)$-metrics. We have obtained the following results:

- Let $N$ be a homogeneous Finsler space with Matsumoto metric $F=\frac{\alpha^{2}}{\alpha-\beta}$. Then a vector $\eta(\neq 0) \in \mathfrak{g}$ is a geodesic vector if and only if

$$
\left\langle[\eta, \xi]_{\mathfrak{t}}\right| \eta_{\mathfrak{l}}\left|\eta_{\mathfrak{l}}-2\left\langle u, \eta_{\mathfrak{l}}\right\rangle \eta_{\mathfrak{l}}+\left|\eta_{\mathrm{l}}\right|^{2} u\right\rangle=0
$$

holds for every $\xi \in \mathfrak{l}$.

- Let $(N, F)$ be a homogeneous Finsler space with special metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$. Then a non-zero vector $\eta \in \mathfrak{g}$ is a geodesic vector if and only if

$$
\begin{array}{r}
\left\langle[\eta, \xi]_{\mathfrak{l}},\left(\exp \left(\frac{\left\langle u, \eta_{\imath}\right\rangle}{\left|\eta_{\imath}\right|}\right)-\frac{\left\langle u, \eta_{\mathrm{\imath}}\right\rangle}{\left|\eta_{\mathrm{\imath}}\right|} \exp \left(\frac{\left\langle u, \eta_{\mathrm{\imath}}\right\rangle}{\left|\eta_{\mathrm{\imath}}\right|}\right)-\frac{\left\langle u, \eta_{\imath}\right\rangle^{2}}{\left|\eta_{\iota_{l}}\right|^{2}}\right) \eta_{\mathrm{l}}\right. \\
\left.+\left(\left|\eta_{\imath}\right| \exp \left(\frac{\left\langle u, \eta_{\mathrm{\imath}}\right\rangle}{\left|\eta_{\imath}\right|}\right)+2\left\langle u, \eta_{\imath}\right\rangle\right) u\right\rangle=0
\end{array}
$$

holds for every $\xi \in \mathfrak{l}$.

- For a homogeneous Finsler space $(N, F)$, there exists at least one homogeneous geodesic, with Matsumoto metric $F=\frac{\alpha^{2}}{\alpha-\beta}$.
- For a homogeneous Finsler space $(N, F)$, there exists at least one homogeneous geodesic, with metric $F=\alpha e^{\frac{\beta}{\alpha}}+\frac{\beta^{2}}{\alpha}$.
- Using above results, we discuss the geodesic vectors for a two-step nilpotent Lie group of dimension five with left-invariant $(\alpha, \beta)$-metrics.

In Chapter 5, the concept of Ricci curvature in Finsler geometry is discussed. Curvature properties of homogeneous Finsler spaces with $(\alpha, \beta)$-metrics are among the most significant topics in Finsler geometry. Here, we have obtained the formulae for Ricci curvature of homogeneous Finsler spaces with special $(\alpha, \beta)$-metrics. Based on this formula, we have discussed the condition for vanishing $S$-curvature for the space $(G / H, F)$. We have obtained the following results:

- A compact homogeneous Finsler space $G / H$ with $G$-invariant special metric $F=$ $\alpha+\sqrt{\alpha^{2}+\beta^{2}}$. Then the Ricci curvature is given by Eq. (5.3.1).
- Let $(N=G / H, F)$ be a compact connected homogeneous Finsler space with $G$ invariant special metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ on $G / H$. Suppose that $(N, F)$ has vanishing $S$-curvature. Then Ricci curvature is given by

$$
\begin{aligned}
\operatorname{Ric}(Z)= & \operatorname{Ric}^{\alpha}(Z)-\frac{c^{2}}{4}\left(C_{q 0}^{n}\right)^{2} K_{19}+\frac{c}{4} \alpha(Z)\left(2 C_{m 0}^{n} C_{q m}^{q}+C_{q m}^{n} C_{q m}^{0}\right) K_{24} \\
& -\frac{c^{2}}{4} \alpha^{2}(Z)\left(C_{i k}^{n}\right)^{2} K_{26}
\end{aligned}
$$

where, $Z(\neq 0) \in \mathfrak{l}$ and $K_{19}=\frac{-2\left(s^{2} \sqrt{s^{2}+1}-s^{2}-\phi\right)}{\phi^{2} \sqrt{s^{2}+1}}, \quad K_{24}=\frac{2 s}{\phi}, \quad K_{26}=\frac{-s^{2}}{\phi^{2}}$.
Chapter 6 focuses on some properties of Finsler space with $(\alpha, \beta)$-metrics. In this chapter we discuss the nonholonomic Finsler frames, hypersurface and projective flatness of Finsler space with $(\alpha, \beta)$-metrics. Nonholonomic frames have been studied by many geometers and the concept of nonholonomic Finsler frames was introduced by P. R. Holland in 1982, when he studied electromagnetism by considering the charged particles moving in an external electromagnetic field. Many researchers have worked on this concept with different $(\alpha, \beta)$-metrics. In 1985, M. Matsumoto studied the theory of Finslerian hypersurfaces, a hyperplane of the first kind, a hyperplane of the second kind, and a hyperplane of the third kind are three different forms of Finslerian hypersurfaces that he investigated. Next we have discussed the projectively flat Finsler spaces with special $(\alpha, \beta)$-metric. The
condition for a Finsler space to be projectively flat was studies by L. Berwald and this work was completed by M. Matsumoto. We have discussed the following results:

- For the deformed Finsler metric $F=(\alpha+\beta)\left(\frac{\alpha^{2}}{\alpha-\beta}\right)$, we have obtained Finsler invariants $\rho, \rho_{0}, \rho_{-1}, \rho_{-2}$ which satisfies the condition, $\rho_{-1} \beta+\rho_{-2} \alpha^{2}=0$. Then we have constructed a nonholonomic Finsler frames, which are given by,

$$
V_{j}^{i}=X_{k}^{i} Y_{j}^{k},
$$

where $X_{k}^{i}$ and $Y_{j}^{k}$ are given by Eqs. (6.2.13) and (6.2.14) respectively.

- For the deformed Finsler metric $F=(\alpha+\beta)\left(\alpha+\beta+\frac{\beta^{2}}{\alpha}\right)$, we have obtained Finsler invariants $\rho, \rho_{0}, \rho_{-1}, \rho_{-2}$ which satisfies the condition, $\rho_{-1} \beta+\rho_{-2} \alpha^{2}=0$. Then we have constructed a nonholonomic Finsler frames, which are given by,

$$
V_{j}^{i}=X_{k}^{i} Y_{j}^{k}
$$

where $X_{k}^{i}$ and $Y_{j}^{k}$ are given by Eqs. 6.2.16 and 6.2.17 respectively.

- By considering the hypersurface of a Finsler space with generalized Matsumoto metric, we have obtained the following results:
(a) The induced metric structure of the generalized Matsumoto metric on the hypersurface $F^{n-1}$ and obtained the scalar function $b(x)$ given by $b_{i}(x(u))=$ $\sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} N_{i}$ and $b^{i}=\sqrt{b^{2}\left(\left(m^{2}+m\right) b^{2}+1\right)} N^{i}+\frac{m b^{2}}{\alpha} \eta^{i}$, where $N_{i}$ is a unit normal vector.
(b) For the generalized Matsumoto metric on the Finsler hypersurface $F^{n-1}$ the second fundamental tensor is given by $M_{\alpha \beta}=\frac{m}{2 \alpha} \sqrt{\frac{b^{2}}{1+\left(m^{2}+m\right) b^{2}}} h_{\alpha \beta}, \quad M_{\alpha}=0$.
(c) Further, using Matsumoto's results, we have discussed the properties of hypersurface $F^{n-1}(c)$ that it is a hyperplane of a first and second kind but not of third kind.
- A Finsler space $F^{n}$ with an $(\alpha, \beta)$-metric $F=\alpha+\sqrt{\alpha^{2}+\beta^{2}}$ provided $b^{2} \neq 1$ is projectively flat if and only if the associated Riemannian space $\left(N^{n}, \alpha\right)$ is projectively flat and $b_{i ; j}=0$.

